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Abstract 

A better understanding of multiphase flow in porous media is essential for various 

geophysical processes, such as CO2 geological sequestration, soil and groundwater 

remediation, and enhanced oil recovery. Pore-scale imaging provides new insights on the 

complex dynamics of two-phase flow and reveals the underlying transport mechanism. 

In this thesis, an X-ray tomography-based experimental and image analysis method was 

devised for investigating the displacement and dissolution between two immiscible fluids 

in natural porous media. 

In Chapter 1, we introduced the background of CO2 geological sequestration, and soil and 

groundwater remediation. Three typical engineering behaviors involved in the 

geophysical applications were simplified into three scientific issues, namely drainage 

displacement, imbibition displacement, and dissolution process. Factors affecting these 

processes in porous media were discussed and reviewed.  

In Chapter 2, the drainage displacement was studied in a three-dimensional porous 

medium. Three typical drainage displacement patterns were observed, e.g., viscous 

fingering, capillary fingering, and stable displacement, which is governed by the 

competition between viscous and capillary forces. Then the pore-scale characteristic of 

finger structures at breakthrough was quantitatively analyzed, including saturation, finger 

width, and fractal dimension.  According to static features and the dynamic invasion 

process, a phase diagram for 3D porous media was proposed for the first time. The result 

will help predict displacement patterns under various fluid properties and flow conditions 

in natural porous media. 

In Chapter 3, a series of imbibition displacements (also known as capillary trapping) were 

conducted in porous media with various flow rates and particle sizes. Morphological 

characterizations of trapped bubbles, including residual saturation, bubble size 

distribution and interfacial area, were determined from reconstructed three-dimensional 

images. The results show that the critical number of capillary desaturation curves depends 

on the initial state of the non-wetting phase. A well-connected initial state has a much 

smaller critical value. In addition, the capillary has a significant effect on the size 
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distribution of residual phase, and a higher flow rate generate smaller bubbles. The 

specific interfacial area is proportional to the residual saturation, and the effect of particle 

size can be normalized by multiplying the median particle diameter.  

In Chapter 4, we experimentally elucidated the pore-scale dissolution process and the 

macroscopic interphase mass transfer coefficient inside a 2D micromodel and a 3D 

packing. The dissolution process was directly observed inside porous media. Results 

indicated that not all blobs are equally exposed to flowing water and the dead-end pores 

considerably decreased the dissolution rate. According to the linear driving force model, 

the NAPL concentration in mobile water was predicted from the residual saturation. Then, 

the local and overall mass transfer coefficients corrected with concentration and 

interfacial area were estimated. The overall mass transfer coefficient was higher in the 

3D packing under Darcy flow conditions. The major differences between the 3D packing 

and 2D micromodel can be attributed to the heterogeneity of pore geometry and the 

differences in pore connectivity.  

In Chapter 5, the impact of wettability of pore surfaces on the residual NAPL dissolution 

was investigated in natural porous media. Three-dimensional pore-scale characteristics of 

NAPL blobs were determined in water-wet and neutral-wet media. Time-resolved images 

enable to estimate the temporal changes in the residual saturation and interfacial area, 

then to calculate the mass transfer coefficient. The results showed that the wettability has 

a significant impact on the morphology of residual NAPL; thus, affecting the dissolution 

behavior in natural porous media. The NAPL dissolution rate in the neutral-wet media is 

faster due to the higher specific interfacial area and more uniform spatial distribution. 

However, the wettability has a slight effect on the mass transfer coefficient. At the end, 

several mass transfer empirical correlations were formulated for dissolution in water-wet 

and neutral-wet porous media.  

The details of the pore scale multiphase flow in porous media revealed with the 

experimental methods presented here can lead to better fundamental understanding of the 

physical processes and optimized CO2 geological sequestration, and soil and groundwater 

remediation. 
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Nomenclature 

Symbol Description 
A Interfacial area [m2] 
Ab Surface area of bubble [m2] 
Ac Cross-sectional area of porous medium [m2] 
An Interfacial area of non-wetting phase [m2] 
An-w Capillary interfacial area [m2] 
As Interfacial area of particles [m2] 
Aw Interfacial area of wetting phase [m2] 
a Specific interfacial area [1/m] 
ag Specific interfacial area of gas [1/m] 
ap Specific interfacial area of particles [1/m] 
Bo Bond number 
C Bulk aqueous phase concentration [Kg/m3] 
Ca Capillary number 
Cs Solubility [Kg/m3] 
Cx=L Solute concentration at the outlet [Kg/m3] 
D Molecular diffusivity [m2/s] 
d50 Median particle diameter [m] 
Df Fractal dimension 
dpore Diameter of pores [m] 
G Sphericity of particles 
g Gravitational acceleration [m/s2] 
H Distance from inlet [m] 
h Hight of a object [m] 
j Numbering 
K Lumped mass transfer coefficient [m/s] 
k Mass transfer coefficient [m/s] 
ka Absolute Permeability [1/m] 
krw Relative permeability 
L Length of the measurement region [m] 
l Length of ganglion [m] 
lc Characteristic length in dissolution [m] 
M Viscosity ratio 
m Mass [Kg] 
Ncutoff Number of bubbles with size lager than cutoff value 
N(s) Number of boxes 
n Number of fingers 
p Power law exponent 
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Pc Capillary pressure [Pa] 
Pnw Pressure in non-wetting phase [Pa] 
Pw Pressure in wetting phase [Pa] 

P Viscous pressure drop [Pa] 

Q Volumetric flow rate [mL/min] 
Re Reynold number 
𝑟௣.௠௘ௗ௜௔௡ Median pore radius [m] 

r, r1, r2 Principal radius of interface curvature [m] 
𝑆௜ Saturation of invading phase 
Sn Saturation 

𝑆௜
௕௥ Saturation of invading phase at breakthrough  

𝑆௜
௘௤ Saturation of invading phase at equilibrium state 

∆𝑆௜ Difference saturation at equilibrium and breakthrough 
Sh Sherwood number 
Shc Sherwood number calculated with capillary interfacial area 
Sht Sherwood number calculated with total interfacial area 
Sh’ Modified Sherwood number 
s size of box to calculate the fractal dimension [pixel] 
T Time [s] 
∆𝑡 A finite time [s] 
V Volume [m3] 
Vb Volume of bubble [m3] 
Vbr Volume at breakthrough [m3] 
Vcutoff Volume fraction of cutoff size bubble 
v Velocity of water[m/s] 
vi Velocity of invading fluid [m/s] 
𝑤ഥ  Finger width [pixel] 
x Distance from inlet [m] 
∆𝑥 A finite length [m] 
  
Greek alphabet Description 

 Contact angle  

n Volumetric fraction 

𝛽଴, 𝛽ଵ, 𝛽ଶ Betti number 

 Interfacial tension [mN/m] 

µd Dynamic viscosity of defending phase [Paꞏs] 
µw Dynamic viscosity of wetting phase [Paꞏs] 
µnw Dynamic viscosity of non-wetting phase [Paꞏs] 
µi Dynamic viscosity of invading phase [Paꞏs] 

w Density of wetting phase [Kg/m3] 
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nw Density of non-wetting phase [Kg/m3] 

 Euler number 

 Porosity 

 Fisher exponent 

  
Abbreviations Description 
CDC Capillary desaturation curve 
CDF Cumulative size distributions frequency 
CT Computed tomography 
DDI Degassed deionized 
NAPL Nonaqueous phase liquid 
OTS Octadecyl-trichloro-silane 
PDF Probability distribution frequency 
PP Plastic particles 
ROI Region of interest 
TCE Trichloroethylene 
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Chapter 1. Introduction 

1.1 Multiphase flow in porous media 

Multiphase fluid flow and transport in porous media are encountered in many industrial and 

geophysical processes, including geologic carbon dioxide sequestration, enhanced oil 

recovery, soil and groundwater remediation, transport in polymer electrolyte fuel and 

membrane system. Groundwater is a vital resource and remediation of contaminated soil and 

water is critical for protecting human health and stewarding the environment. More than 50% 

of the world’s population rely on it as their drinking water source and even larger than 80% in 

some regions. Sequestration of carbon dioxide in geological formations is recognized as a key, 

proven technology to cut greenhouse gas emissions and, hence, prevent global warming. A 

thorough understanding of these processes is important to achieving sustainable development 

goals (SDGs), especially for Goal 6: Clean Water and Sanitation and Goal 13: Climate Action. 

Therefore, the emphasis in this thesis is on contaminant transport and remediation in soil and 

groundwater, and geological carbon dioxide storage in oilfields and aquifers. 

1.1.1 Soil and groundwater remediation 

Currently, soil and groundwater contamination by a variety of organic compounds, such as 

hydrocarbons, chlorinated solvents, coal tar and creosote, has become one of the major threats 

to drinking water safety as the increasing use of petroleum products. The contaminant sources 

are diverse, such as the release of surface spills, industrial accidents and leaking from an 

underground storage tank and transport pipes of gas and oil (Teramoto et al., 2019).  Because 

of the high oil/water distribution coefficient and low water-solubility, these chemicals are 

regarded as non-aqueous phase liquids (NAPLs). The NAPLs are classified as light NAPL 

with a density less than water (LNAPL) or dense NAPL with a density greater than water 

(DNAPL). 

As illustrated in Fig. 1.1, once released into the ground, DNAPL and LNAPL can infiltrate 

downward through the vadose zone and reach the water table. Because it is less dense than 

water, LNAPL will typically stop near the water table and be trapped in pore space within the 

presence of water and air. After penetrating through the water table, DNAPLs will migrate 

downward further into the groundwater and finally accumulates in the underlying low-
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permeability layers. After groundwater flow or water table fluctuations, NAPLs will be 

trapped in the form of disconnected blobs due to capillary force (Al-Raoush, 2009). The 

entrapped NAPL blobs become stable against flowing water. Then they serve as a long-term 

source of groundwater contaminant, because of the low water solubility. The polluted site 

poses a continuous threat to the safety of downstream drinking water. Every year, billions of 

dollars are spent on global site surveys and cleanup activities, and millions of dollars are spent 

on scientific research to improve remediation strategies (AIP, 2003). 

 

Figure 1.1. Illustration of NAPL migrate downward in soil and groundwater 

 

Many technologies have been developed to remove contaminants from soil and groundwater 

or convert them into harmless products. According to the treatment procedures and parameters, 

the remediation methods may be grouped into: (i) Physical treatment technologies, refers to 

the use of physical remediation methods to remediate soil and groundwater. (ii) Chemical 

treatment technologies, which can be achieved through a variety of methods, including carbon 

absorption, ion exchange, oxidation, and chemical precipitation. (iii) Biological treatment 

technologies are those processes that remove dissolved and suspended organic chemical 

constituents through biodegradation, as well as suspended matter through physical separation 

(Speight, 2019). The type and extent of treatment are strongly dependent on the type of the 

pollution source and the intended use of the water.  

Physical treatment technique is a mechanical method including but not limited to: pump and 

treat, air sparging, and dual-phase extraction (Reddy, 2008). Pump and treat is one of the most 

common and cost-effective methods to remove a wide range of contaminants (organic solvents, 
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metals and fuel oil) that are dissolved in groundwater. As illustrated in Fig. 1.2, the process 

involves installing one or more wells to extract the contaminated groundwater. Groundwater 

is pumped from the subsurface to the above surface and then is introduced to a holding tank. 

The treatment system may consist of a single cleanup method, such as air stripping, or granular 

activated carbon, to clean the water (Speight, 2019). Treatment occurs above the ground, and 

the cleaned water is either discharged into the surface water system or rejected into the 

subsurface system.  

 

Figure 1.2. Schematic of pump and treat remediation (https://frtr.gov/matrix/Groundwater-Pump-and-

Treat/) 

 

Although pump and treat is a safe way of soil and groundwater remediation, it may last a very 

long time in practice. The main reason is that the trapped NAPL blobs within pore space are 

very stable against the flowing water and the mass transfer coefficient between NAPL and 

water is low. To enhance the mobilization and solubility of the entrapped NAPL, surfactant-

enhanced remediation methods are usually applied by co-injecting surfactant and water into a 

reinjection well. The actual cleanup time and efficiency strongly depend on the mass transfer 

coefficient. The basic process of describing the fate of NAPL in different sites is similar, that 

is, NAPL migrates downward through the soil, resides in the pore space, and finally dissolves 

into the groundwater. In other words, NAPL in groundwater involves several typical 

multiphase flow problems, including drainage, imbibition, and dissolution processes. Thus, a 

better understanding of the drainage, imbibition, and dissolution behaviors of NAPL are 

critical to formulating remediation strategies. 
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1.1.2 Carbon capture and storage  

In the past 50 years, the earth’s global surface average temperature has risen by approximately 

1 degree Celsius (Andrew, 2014). Global warming is believed to be driven by human activities, 

which increase the concentration of greenhouse gas concentration in the atmosphere, such as 

methane and carbon dioxide. The main reason for the increase in CO2 concentration is fossil 

fuel burning, which currently contributes to 85% of primary energy consumption (IEA, 2012). 

Under currently proposed policies, it is estimated that by 2035, fossil fuels such as oil, natural 

gas and coal will still account for 75% of the global energy. The global energy-related CO2 

emissions are expected to rise to 37.0 Gt/yr, which may cause a global temperature rise of  3.6 

degrees Celsius (IPCC, 2007). 

Carbon capture storage (CCS) is one of the key emission reduction technologies. In order to 

constrain the global temperature rises less than 2℃ by 2050, many technology areas are 

developed for the global cumulative CO2 reduction. As illustrated in Fig. 1.3, modeling 

conducted by the International Energy Agency (IEA) suggests that CCS is the third-largest 

single contributor and will need to contribute approximately 14% of the global emissions 

reductions (IEA, 2017). Among the proposed CCS technologies, the geological sequestration 

in depleted oil and gas reservoirs and deep saline aquifers appear to be the most promising 

(Orr, 2009). In this process, CO2 is compressed into a supercritical state that represents the 

reservoir condition and then is injected into rock formations to displace the remaining oil or 

brine, so that the CO2 can be security sequestrated underground for hundreds to thousands of 

years.  

 

Figure 1.3. Technology area contribution to global cumulative CO2 reductions as expected by IEA 

(https://www.iea.org/reports/energy-technology-perspectives-2020) 



5 

 

Recently, the challenge of CO2 geological storage projects is to improve storage efficiency 

and prevent potential leakage. Therefore, it is essential to have a thorough understanding of 

the underground trapping mechanism from multiple scales. Trapping mechanisms can be 

grouped into physical trapping and chemical trapping. Physical trapping consists of structural 

and stratigraphic trapping and residual trapping. Chemical trapping consists of solubility 

trapping and mineral trapping. Fig. 1.4 shows the schematic illustration of fluid dynamics and 

trapping mechanisms associated with geologic sequestration of CO2 in saline aquifers. The 

contribution of different trapping mechanisms varies from site to site and changes dynamically 

over time. Generally, the physical decrease and the chemical process increase over time, which 

slowly improves storage security (IPCC, 2007). 

 

Figure 1.4. Schematic illustration of fluid dynamics and trapping mechanisms associated with 

geologic sequestration of CO2 in saline aquifers (Emami-Meybodi et al., 2015).  

 

In the saline aquifer, these four trapping mechanisms work together to store the injected CO2 

safely and efficiently. When supercritical CO2 is injected into a storage reservoir, it displaces 

saline formation water and fills the rock’s pore spaces. Then, supercritical CO2 migrates 

upwards due to its less density than water. The caprock or impermeable layer precludes the 
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buoyant CO2 plume from mobilizing upwards to the surface. This process is regarded as 

structural and stratigraphic trapping, which contributes most of the trapping capacity in the 

early stage of geological sequestration. Once the injection is stopped, the saline will flow back 

to the storage site, then the mobilized, well-connected CO2 will be separated into isolated blobs. 

These small CO2 blobs are trapped in pore space and become immobilized, which is the 

mechanism of capillary (also known as residual) trapping. Dissolution trapping occurs when 

supercritical CO2 fluid dissolves into the resident brine of the formation and forms aqueous 

carbonate species (solubility trapping). These aqueous carbonate species can react with metal 

cations in the host rock that yields precipitation of the stable carbonate phase. This process is 

considered to be the mineral trapping mechanism, which is the most permanent and safe form 

of geological storage. Therefore, a thorough understanding of the flow and transport of CO2 

in saline aquifer is essential to improve the safety of CO2 geological storage.  

1.2 Multiphase flow at pore scale 

According to the objectives and methods during the investigation of multiphase flow in the 

subsurface, the observation scale can be categorized into three scales, namely field-scale, core-

scale and pore-scale. Fig. 1.5 shows a schematic diagram of CO2 flow and distribution after 

injecting into underground at different scales. Field-scale flow processes are examined in order 

of hundreds of meters to kilometers depending on the size of the reservoir. As shown in Fig.1.5 

(a), field-scale investigations of CCS mainly focus on the spatial and temporal evolution of 

the CO2 plume across a storage reservoir with the infectivity, storage capacity and potential 

pathways for leakage (Middleton et al., 2012). Core-scale flow processes are typically 

examined in the laboratory at sub-meter to meter length scales. In this scale, Darcy flow 

approach is usually used to describe the behavior of multiphase flow through homogenous 

porous media. Pore-scale processes refer to the scale of behaviors taking place within pore 

space and the length scale is in the order of millimeters to centimeters.  

The findings obtained from pore-scale processes are used to understand multiphase flow 

experiments conducted on the core-scale samples, and then provide valuable information to 

simulate CO2 geological sequestration at the field scale. For instance, at the pore scale, viscous 

forces and capillary forces acting on a single CO2 bubble control the mobility of CO2. The 

balance of viscous forces and capillary forces decides the immiscible displacement patterns, 

capillary trapping of CO2 within the pore spaces. When studying multiphase flow in porous 
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media at the pore level, factors such as capillary pressure, viscous pressure, and wettability 

should be considered. 

 

Figure 1.5. Schematic diagram of fluid dissolution in underground at different scale, (a) field scale, 

(b) core scale and (c) pore scale. 

 

1.2.1 Wettability 

Wettability describes the tendency of one fluid to adhere to a solid surface in the presence of 

other immiscible fluids and is commonly represented by the contact angle ( ).  The contact 

angle is commonly measured from the denser phase. According to the value of contact angle, 

the fluids are classified into the wetting phase and the non-wetting phase. When a contact 

angle  < 90°, it means that the denser fluid is more preferentially spread on the solid surface 

and is regarded as the wetting phase; when a contact angle  > 90°, the denser fluid is the non-

wetting phase. Various reasons may alternate the solid wettability, such as the heterogeneity 

of mineral composition of porous media, organic matter distribution, surface roughness, and 

nonuniform sorption of active agents on the porous media surface. In the geophysical 

conditions, the wettability of rock surface may vary from strongly water-wet to strongly non-

wetting to water, as shown in Table 1.1.  
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Table. 1.1. Definitions of wettability based on contact angle measurements (Iglauer et al., 2015).  

Wettability site  Contact angle (degrees) 

Strongly water-wet 0−50 
Weakly water-wet 50−70 
Neutrally wet 70−110 
Weakly non-wetting to water 110−130 
Strongly non-wetting to water 130−180 

 

1.2.2 Capillary pressure 

Capillary pressure (Pc) is the pressure difference across the curved interface between two 

immiscible phases arising from the capillary forces. In this study, the two immiscible phases 

are the wetting phase and the non-wetting phase determined by the contact angle. The capillary 

pressure is defined as  

𝑃௖ ൌ 𝑃௡௪ െ 𝑃௪,                                                                                                                 (1-1) 

where 𝑃௡௪ is the pressure in the non-wetting phase, and 𝑃௪ is the pressure in the wetting phase. 

As given by the Young-Laplace equation, the value of Pc depends on the curvature and the 

interfacial tension (Blunt, 2017), then it can be expressed as 

𝑃௖ ൌ 𝜎 ሺ ଵ

௥భ
൅ ଵ

௥మ
ሻ,                                                                                                              (1-2) 

where  is the interfacial tension between the two phases, r1 and r2 are the principal radius of 

the curvature of the interface.  

When two phases move in a cylindrical tube with radius r and a contact angle , the radius of 

curvature can be expressed as r1 = r2 = r/cos. The capillary pressure is given as 

𝑃௖ ൌ  ଶఙ௖௢௦ఏ

௥
.                                                                                                                     (1-3) 

In porous media, the pores and throats are treated as the cylinder, thus the capillary pressure 

can be calculated from Eq. (1-3). 

1.2.3 Viscous pressure 

Viscous pressure refers to the pressure drop along the fluid flow caused by the friction between 

the fluid and the fluid or the fluid and the solid. When analyzing the mobilization of a single 
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ganglion resided in pores, it is necessary to analyze the force balance acting on the ganglion. 

At the pore scale, the viscous pressure drop across the ganglion and the capillary pressure 

between fluids are estimated. The capillary pressure can be calculated from Eq. (1-4) (Datta 

et al., 2014). According to the Darcy’s law, the viscous pressure drop across a ganglion of 

length l is  

∆𝑝 ൌ ఓೢ

௞ೝೢ

ொ

஺
𝑙,                                                                                                                     (1-4) 

where Q is the volumetric flow rate, A is the cross-sectional area of the porous medium, µw is 

the wetting phase dynamic viscosity, l is the length of the ganglion, krw is the wetting phase 

relative permeability. Once the viscous pressure drop across the ganglion beyond the capillary 

pressure, the ganglion will be displaced from the pore space.  

 

 

Figure 1.6. Schematic showing a ganglion (orange) trapped within the pore space, with wetting fluid 

flowing from left to right; beads are shown by white circles (Adapted from Data et al., 2014). 

 

1.3 Displacement and dissolution 

Although the goals and strategies for soil and groundwater remediation and CO2 geological 

sequestration are different, the main scientific issues involved are similar in these applications. 

In general, they all belong to multiphase flow in geological porous media. Table 1.2 list three 

main stages describing the fate of NAPL and CO2 in the geophysical processes, as well as the 

corresponding scientific issues. It is worth noting that the natural rock is generally considered 

to be hydrophilic, therefore NAPL and CO2 are regarded as the non-wetting phases in 

subsurface processes. Drainage process describes the released NAPL migrates downward 
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through the vadose zone, and compressed CO2 is injected into aquifers. Imbibition process 

describes NAPL or CO2 are trapped in the pore space due to the capillary forces. NAPL or 

CO2 slowly dissolves into the flowing water are typical dissolution processes.  

Table. 1.2. The basic scientific issues involved in soil and groundwater remediation and geological 

sequestration.  

Scientific issue 
Geophysical processes 

Soil and groundwater remediation Geological sequestration 

Drainage NAPL migrates through the vadose zone  Injecting CO2 into oilfields and aquifers 

Imbibition NAPL is trapped in pore space CO2 is trapped in pore space 

Dissolution NAPL dissolves into flowing water CO2 dissolves into brine  

 

1.3.1 Drainage displacement 

Drainage refers to the immiscible fluid displacement of a wetting phase by a non-wetting phase 

in a porous medium.  As the non-wetting phase continues to invade the pores initially occupied 

by the wetting phase, the saturation of the non-wetting phase increases. For example, injecting 

CO2 into the aquifer for the first time is a representation of the primary drainage process. To 

simplify the process, we start with a single pore space that is entirely saturated with the wetting 

phase and allow a non-wetting phase to enter. Initially, the capillary pressure is insufficient to 

pass through the narrowest region (throat) of the pore space. As the non-wetting phase is 

continuously injected into the pore space, the capillary pressure increases progressively. Once 

the maximum capillary pressure is reached at the throat, the terminal meniscus between the 

wetting phase and the non-wetting phase passes the throat and then moves rapidly to the 

adjacent pore at a lower capillary pressure. As shown in Fig. 1.7, the solid arcs in pore 1and 

the dash arcs in pore 2 represent the terminal meniscus before and after passing through the 

throat, respectively. 
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Figure 1.7. An illustration of the primary drainage process, where the wetting phase is placed by 

the non-wetting phase (Blunt, 2017). 

 

In a real porous medium, it consists of many pores and pore throats, which can usually be 

represented by a pore network. Assuming the throat is a circular cylinder of radius r, then the 

threshold capillary pressure is 𝑃௖ ൌ ଶఙ௖௢௦ఏ

௥
 , where  is the interfacial tension, and  is the 

receding contact angle. For very slow displacements, the invasion path is controlled by the 

threshold entry pressures for invasion, where the non-wetting phase can only pass through the 

widest throats and then progressively the next largest available ones. With the increase of flow 

rate, the viscous force becomes also important, the pressure difference may force the non-

wetting phase into smaller throats. In that case, it is not possible to predict the displacement 

pattern based on the pore and throat size distribution alone. According to the pioneering work 

of Lenormand et al. (1988) under drainage conditions, the fluid-fluid displacement is governed 

by the competition of viscous and capillary forces. The effect of these forces on displacement 

processes can be characterized by the two most important parameter, the capillary 

number, 𝐶𝑎 ൌ ௜𝑣௜/ , where ௜, 𝑣௜, and  are the viscosity, velocity of invading phase, and 

interfacial tension, respectively; and the viscosity ratio, 𝑀 ൌ ௜/ௗ, where ௗ is the viscosity 

of the defending phases. In the drainage displacement, the non-wetting phase is the invading 

phase, and the wetting phase is the defending phase. Experimental and numerical results in the 

pore network were mapped on a phase diagram with three typical displacement patterns, 

namely viscous fingering, capillary fingering, and stable displacement, where the axes are the 

capillary number Ca and the viscosity ratio M (see Fig. 1.8).  
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Figure. 1.8. Schematic representation of phase diagram according 2D micromodel experiment 

(Lenormand et al., 1988). 

 

1.3.2 Imbibition displacement 

Related to drainage, imbibition refers to the immiscible fluid displacement of a non-wetting 

phase by a wetting phase in a porous medium. In a porous medium, the imbibition process can 

be classified into primary imbibition and second imbibition. Primary imbibition describes the 

invasion of a wetting phase in a porous medium initially entirely saturated with the non-

wetting phase. Second imbibition refers to an imbibition process in a porous medium where 

some wetting layers are already present in the corner of pores and throats. In the geophysical 

processes, it is more normal to encounter secondary imbibition. In this thesis, imbibition 

process specifically refers to the secondary imbibition.  

As shown in Fig. 1.9, there are two distinct processes in the secondary imbibition, namely 

snap-off and piston-like displacement. Snap-off occurs when the corner wetting layers 

continue to swell, and the well-connected non-wetting phase is disconnected into many 

isolated blobs. Then the non-wetting phase can become trapped in the larger pores. High pore-

to-throat aspect ratio facilities the snap-off event. Piston-like displacement describes the 

process where the non-wetting phase is completely displaced from the pores and throats. 

Piston-like displacement alone leads to a rather flat advance of fluid and very little trapping 

(Blunt, 2017). 
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Figure 1.9. Piston-like displacement in low aspect ratio (up image) and snap-off in high aspect ratio 

(down image) during the imbibition process. 

 

The competition between these two distinct processes controls the residual saturation, cluster 

size distribution and morphology of trapped non-wetting phase during imbibition processes 

(Blunt, 2017). In the CO2 geological sequestration, snap-off is the primary mechanism of 

residual trapping, which will have a large contribution to the security of CCS. While in the 

soil and groundwater remediation, a large amount of NAPL blobs will be trapped after snap-

off, resulting in a lower efficiency of clean up. The influence of initial saturation on the 

residual saturation of the non-wetting phase is described in the capillary trapping curves, 

according to core-flooding experimental results (Mansoori et al., 2009; Pentland et al., 2010; 

Suekane and Nguyen, 2013). In addition, the pore structure (e.g., topology (Herring et al., 

2013), connectivity (Guo et al., 2018) and pore-throat aspect ratio (Wardlaw and Yu, 1988)), 

roughness (Geistlinger et al., 2016), and wettability (Herring et al., 2016) inside porous media 

also exert a significant effect on displacement mechanism. The flow rate and fluid properties 

have an important impact on the competition of these two distinct processes. The capillary 

desaturation curves describe the relationship between the flow rate and the residual saturation. 

It has received widespread attention since decades ago due to its importance for EOR. 

However, a few studies have examined the capillary desaturation curve from a pore-scale 

perspective in porous media. 

1.3.3 Dissolution process 

Dissolution is a mass transfer process in which a gas, liquid, or solid phase dissolve into a 

solvent to form a solution. Dissolution occurs at a non-equilibrium state and equilibrium state 

(Chang et al., 2019, 2016). During the drainage and imbibition processes, the mass transfer 

occurs at the movement interface between the non-wetting phase and the wetting phase. After 
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NAPL or CO2 is trapped in the pore space, the mass transfer occurs at a relatively fixed 

interface, since the trapped phase becomes immobile. In the real reservoir, CO2 is compressed 

into a liquid or supercritical state. In this study, we only conduct the experiment at ambient 

pressure and room temperature. Thus, we studied the dissolution process between NAPL and 

water in porous media to mimic liquid-liquid mass transfer behavior.  

Over the previous few decades, many attempts have been made to model the dissolution 

process of the entrapped NAPL in porous media from pore scale to field scale (Agaoglu et al., 

2015). The dissolution of the single-component NAPL in groundwater is influenced by many 

factors, including the solubility, interfacial area, and flow velocity. Based on the mass balance 

equation, the interphase mass transfer rate coefficient can be described by using the linear 

driving force model (see Fig. 1.10), 

െ ௗ೘

ௗ೟
ൌ 𝑘𝐴ሺ𝐶 െ 𝐶௦ሻ,                                                                                                       (1-5) 

where dm/dt is the mass transfer of NAPL dispelled into the water, k is the mass transfer 

coefficient, A is the effective NAPL-water interfacial area, and C is the bulk aqueous phase 

concentration, and Cs is the solubility of NAPL in water. 

 

Figure 1.10. Schematic diagram of linear driving force model of dissolution process (Aminnaji et al., 

2019). 

 

In previous studies, dissolution experiments were mainly conducted in opaque sand packings 

at core scale. The dissolved phase concentration was measured from the effluent and the 

amount of trapped phase was determined by gravimetrical measurement.  It was considerably 
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difficult to directly and accurately measure the interfacial area inside porous media because of 

the heterogeneous pore structures and limitation of experimental apparatus. Therefore, the 

mass transfer rate was estimated by using only the lumped mass transfer coefficient (K = ka), 

which is the product of the mass transfer coefficient k and specific interfacial area a (Miller et 

al., 1990). k and K are often expressed as dimensionless numbers, Sherwood number Sh and 

modified Sherwood number Sh’, respectively: 

𝑆ℎ ൌ 𝑘𝑙௖/𝐷,                                                                                                                   (1-6) 

𝑆ℎ′ ൌ 𝐾𝑙௖
ଶ/𝐷,                                                                                                                 (1-7) 

where lc is the characteristic length scale and D is the molecular diffusivity in water.  

Several empirical correlations have been proposed that correlating Sh’ with relevant system 

parameters in column experiments. Most of these correlations ignored the effect of the spatial 

distribution of residual phase on the dissolution process. The interfacial area exhibits a 

complex interdependency with the morphology of the trapped NAPL because of the highly 

heterogeneous pore structures. The local dissolution behavior at the pore scale cannot be 

accurately described using the lumped mass transfer coefficient and assumption model. 

1.4 Research objectives 

The aim of this work is to investigate the displacement and dissolution processes in porous 

media from a pore-scale perspective and their implications on the geological applications, such 

as soil and groundwater remediation, and CO2 geological sequestration. In the last decades, 

much attention has been paid to these processes from core-scale to field scale; however, the 

pore-scale has received less attention, as the opaque porous media bring a challenge for direct 

observation. Recently, with the development of nondestructive visualization technologies (see 

Appendix 1), pore-scale multiphase flow studies are conducted to reveal the underlying 

mechanism and to provide benchmark data for large-scale modeling. There are still some 

questions that are unclear and need to be addressed: 

1. What happens during drainage displacement in 3D porous media? 

2. Can the phase diagram obtained from 2D media be used to predict the displacement patterns 

that occur in 3D media? 

3. How does the injection strategies affect the capillary desaturation curves? 
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4. How doses flow rates affect the morphology of the residual phase? 

5. How does pore structures affect the dissolution process?  

6. How does wettability affect the dissolution process? 

To address these questions, a laboratory-based X-ray tomography experimental and image 

analysis method was devised for investigating pore-scale displacement and dissolution 

processes. This thesis is organized as follows: 

Chapter 1 provides the background information of multiphase flow in porous media. Two 

specific geological applications related to the Sustainable Development Goals were 

emphasized.  

Chapter 2 demonstrates the results of drainage displacement in a 3D porous medium with a 

wide range of capillary number and viscous ratio. The pore-scale characterizations of static 

and dynamic displacement patterns were analyzed. A phase diagram was then proposed to 

identify viscous fingering, capillary fingering, and stable displacement in 3D media at various 

conditions.  

Chapter 3 examines the effect of capillary number on morphological characterizations of the 

residual phase in porous media. Two injection strategies were compared to identify the 

influence of initial states on capillary trapping and blobs remobilization. The universal 

characterizations of the residual phase were summarized from various porous media.  

Chapter 4 visualizes the dissolution process of residual NAPL inside a 2D micromodel and a 

3D packing, where the pore structures have significant differences, such as dimensionality, 

pore connectivity and coordination number. The empirical correlations of mass transfer 

coefficient in porous media with different pore structures were formulated. 

Chapter 5 examines the influence of wettability on the dissolution of NAPL inside natural 

porous media. The pore-scale features of NAPL blobs in water-wet and neutral-wet systems 

were compared. In the end, the empirical mass transfer coefficient in natural porous media 

with different wettability was summarized, which provides the benchmark data for large-scale 

modeling. 

Chapter 6 presents the conclusions of this research and provides some possible future works. 
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Chapter 2. Drainage displacement patterns and phase 
diagram in 3D porous media 

In this chapter, we experimentally studied the drainage displacement in porous media with a 

wide range of capillary number Ca and viscosity ratio M.  

2.1 Introduction 

According to the pioneering work of Lenormand et al.  in 2D micromodels (Lenormand et al., 

1988), the fluid–fluid displacement is governed by the competition of viscous and capillary 

forces. Experimental and numerical results in the pore network were mapped on a phase 

diagram with three typical displacement patterns, namely viscous fingering, capillary 

fingering, and stable displacement, where the axes are the capillary number Ca and the 

viscosity ratio M. Similar works were supplemented to improve the accuracy of the phase 

diagram with a micromodel experiment and a numerical simulation (Liu et al., 2013; Zhang et 

al., 2011). In addition to micromodel, Chen et al. (2018, 2017) experimentally investigated the 

two-flow in rough fractured media and proposed a full phase diagram from unfavorable (LogM 

< 0) to favorable displacement (LogM > 0) conditions. Although, many other reservoir 

parameters, including interfacial tension, surface roughness, wettability, and heterogeneity of 

media, also play a significant role on the displacement patterns (Hu et al., 2017a, 2017b; Jiang 

et al., 2014; Wang et al., 2018; Zhao et al., 2016). The phase diagram proposed by Lenormand 

et al. (1988) and Zhang et al. (2011) generally provides researchers a pithily and reliable 

reference to define immiscible fluid–fluid displacement patterns in 2D porous media. 

In these literatures (Chen et al., 2018, 2017; Hu et al., 2017a, 2017b; Jiang et al., 2014; 

Lenormand et al., 1988; Liu et al., 2013; Wang et al., 2018; Zhang et al., 2011; Zhao et al., 

2016), the 2D micromodel was treated as the porous media to directly observe the dynamic 

behavior of the invading fluid, where only the viscous and capillary forces were considered. 

However, the situation will become more complex in 3D porous media, such as in natural 

sandstones and packed beds. In 3D porous media, when the density difference of invading and 

defending fluid is large, the buoyancy force has a significant effect on the displacement 

processes (Wilkinson, 1984).The inherent pore structures (i.e., pore size distribution and 

connectivity) is influenced by the system dimension, which further affects fluid behaviors in 

porous media. The penetration process is mainly controlled by the pore size and pore 
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connectivity. For two fluids immiscible displacement, the displacement efficiency in 

heterogeneous pore networks is lower than in homogeneous one, resulting from the 

heterogeneity weakens the displacement stability (Liu et al., 2015). 

For a highly heterogeneous 3D porous media, the mechanism of immiscible fluid displacement 

process is not yet fully understood. The numerical method, such as lattice Boltzmann method 

(LBM), smoothed particle hydrodynamics (SPH), and finite volume method (FVM), provides 

a high temporal and spatial resolution to investigate the pore scale events, such as Haines 

jumps, snap-off, and pore filling events (Armstrong et al., 2015; Singh et al., 2017; Yamabe 

et al., 2015). Many researchers have recently applied numerical method to simulate the 

immiscible fluid displacement process in digital rocks (Bakhshian et al., 2019; Tsuji et al., 

2016; Yamabe et al., 2015; Zacharoudiou et al., 2018). Tsuji et al. performed a series of 

simulations on the two-phase fluid displacement patterns in a Berea sandstone under various 

reservoir conditions (Tsuji et al., 2016). Stable displacement was not observed in the 3D 

porous media, while it could be found in the 2D homogeneous model at the same condition. 

The difference may be caused by the pore connectivity and coordination number in a 3D 

system is higher than that of a 2D system. However, the computation source limits the scale 

of porous media to hundreds of microns, which are even far smaller than the laboratory scale. 

For a model with a length is only 1.2 mm, sometimes the calculation must be terminated in 

advance to save the computing resources under low Ca conditions (Tsuji et al., 2016). In 

previous literatures studying immiscible displacement in 3D porous media (Armstrong et al., 

2015; Bakhshian and Hosseini, 2019; Singh et al., 2017; Tsuji et al., 2016; Yamabe et al., 

2015), the capillary number and the viscosity ratio only reached a relatively small range 

compared with the laboratory experiments (e.g., LogM = −4.7 – 2.9 in Lenormand et al.'s work 

(Lenormand et al., 1988)).  

Thus, it is necessary to study the immiscible fluid–fluid displacement patterns for 3D porous 

media with a broad range of Ca and M. In addition, the main research on the 3D drainage 

process were mainly numerical simulation and few experimental studies had been reported. 



19 

 

2.2 Materials and methods 

2.2.1 Porous media 

An unconsolidated packed bed was chosen as a porous medium for the drainage displacements. 

Glass beads fabricated with soda lime glass have an oil-wet surface (BZ-04, As-one, Inc., 

Japan). The typical diameters of the particle, pore, and throat are 400 µm, 300 µm, and 100 

µm, respectively (Fig. 2.1). The same glass beads washed with toluene, ethanol, and water to 

remove the chemical coating, were treated as the water-wet porous medium for the favorable 

displacement (Setiawan et al., 2014). The packed bed was assembled by pouring the particles 

into an acrylic resin cylinder with an inner diameter of 10 mm to a height of 16 mm. During 

particle pouring, the cylinder was kept shaken to make the packed bed more compact. Fine 

beads were filled near the inner tube forming a low permeable layer to avoid the invading fluid 

from preferably passing through near the tube wall (Fig. 2.2). Two thick sintered glass filters 

were placed at the bottom and top of the packed bed, which not only can provide a uniform 

fluid distribution, but also support the unconsolidated structure. 

 

Figure 2.1. The glass bead packing used in this experiment. (a) 3D structure reconstructed from the 

micro-CT images (b) Particle, pore, and throat diameter distributions of the packed bed. 
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Figure 2.2. The apparatus used to conduct the two-phase immiscible drainage experiment in an 

unconsolidated porous medium.  

 

2.2.2 Fluid pairs 

Water and silicone oil were chosen as the fluid pairs to investigate the immiscible fluid–fluid 

displacement in the porous media. Silicone oil is available with a broad range of viscosity 

from  0.65 × 10−6 to 1.0 m2/s depending on the polymer length (Barca et al., 2014). Five kinds 

of silicone oil were selected herein: KF-0.65, KF-10, KF-100, KF-1 000, and KF-10 000 (Shin-

Etsu Chemical Co., Ltd). The corresponding density ranged from 760 to 975 kg/m3. To 

eliminate the buoyancy effect, a proportionate of tetrachloroethylene (PCE) was mixed with 

the silicone oil to match the density of water. 1-Iododecane was added to the silicone oil to 

enhance the contrast with water during the micro-CT scan. Table 2.1 presents the mass fraction 

of the three components and the mixture density. The largest density different between water 

and the mixture is only 40 kg/m3, corresponding Bo = 1.18 × 10−3 (𝐵𝑜 ൌ 𝑔𝑙ଶΔ𝜌/𝜎, where g 

is the gravitational acceleration; l is the characteristic pore size; Δ𝜌 is the fluid density 

difference; and 𝜎 is the interfacial tension). The buoyancy effect on the displacement patterns 

could be ignored in this study. Deionized water and five kinds of mixtures were selected with 

viscosity ratio ranging seven orders of magnitude. Table 2.2 presents the physical properties 

of these fluid pairs.  
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Table 2.1. Summary of the mixture properties 

 Mass fraction Silicone oil  (kg/m3) 

Silicone oil 1-Iododecane PCE 

Fluid -1 96% 4.0% - KF-10 000 973 

Fluid -2 96% 4.0% - KF-1 000 969 

Fluid -3 96% 4.0% - KF-100 965 

Fluid -4 87.9% 3.7% 8.4% KF-10 965 

Fluid -5 58.9% - 41.1% KF-0.65 960 

 

Table 2.2. Summary of the fluid pairs 

Exp. Defending 

phase 

Invading  

phase 

Wettability i
a
 

(mPaꞏs) 

d
a 

(mPaꞏs) 

LogM b 

(mN/m) 



1 Fluid -1 Water Oil-wet 9451 1.00 –4.0 35.9 6.63E–04 

2 Fluid -2 Water Oil-wet 940 1.00 –3.0 35.9 7.60E–04 

3 Fluid-3 Water Oil-wet 90.0 1.00 –2.0 35.9 8.60E–04 

4 Fluid -4 Water Oil-wet 9.23 1.00 –1.0 34.5 8.95E–04 

5 Fluid -5 Water Oil-wet 0.73 1.00 0.2 29.8 1.18E–03 

6 Water Fluid -4 Water-wet 1.00 9.23 1.0 34.5 8.95E–04 

7 Water Fluid -5 Water-wet 1.00 90.0 2.0 35.9 8.60E–04 

a Viscosity was measured with viscometer at 20°C (SV-10) 
b Interfacial tension was measured at 0.1MPa and 20°C (DAS25S) 

2.2.3 Experimental procedures 

Prior to each experiment, the sample was placed into the vacuum chamber, forming the initial 

situation that the packed bed was completely saturated by the defending phase. The outlet of 

the sample was blocked up, and the inlet was immersed in the defending phase fluid. The 

vacuum chamber valve was opened after no bubble could be observed in the defending phase 

fluid for 10 min. The pressure difference between inside and outside the sample pushed the 

fluid into the pore. Before the invading fluid was introduced through the inlet, the packed bed 

saturation was carefully checked according to the CT images.  

In the drainage process, the invading fluid was upwardly injected with a syringe pump (IC3100, 

KD Scientific, Inc.), and the corresponding capillary number varied from LogCa = −8 to 
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LogCa = −2. At high Ca condition, a breakthrough occurs after a very short injection time. It 

is hard to catch the 3D images of breakthrough time under continues injection conditions, due 

to the limitation in our micro-tomography. Thus, a discontinuous injection method was 

implemented, where an interval volume fluid was injected, then stopped and scanned. The 

process was repeated until the invading phase reached the outlet, and this is referred as the 

breakthrough time. In some cases, the injection process was continued after breakthrough to 

investigate the invasion dynamics for the typical viscous and capillary fingerings. Under 

continuous flow condition, the saturation of the invading fluid increases until reaches a steady 

state, which is referred to as the equilibrium state. 

2.2.4 Image processing 

Micro-tomography with a micro-CT (ScanXmate-RB090SS, Comscantechno Co., Ltd.) was 

used to visualize the fluid morphology during the displacement process. Each scan captured 

992 images along a 360° rotation in approximately 125 s, enabling the production of a 3D 

image of the packed bed with an image resolution of 992 × 992 × 992 voxels (16.491 m/pixel). 

All images were collected after the invading phase was injected. This image resolution 

corresponded to 16.36 × 16.36 × 16.36 mm3, which was enough to capture the whole packed 

bed region. The same X-ray intensity, 8.12 W (I = 116 A, V = 70 kV), was used for all the 

experiments. The packed bed sample remained vertical during the scanning, while the X-ray 

source and detector rotated horizontally. 

The raw images were filtered to remove the noise and preserve the edges using a non-local 

means filter (Buades et al., 2011; Darbon et al., 2008). A simple gray-scale segmentation 

algorithm according to the 2D histogram was used. In this case, the simple segmentation 

method was enough to separate the solid and fluid phases because the particle shape was 

regular. After being filtered, the pore and the solid were first separated, and the threshold value 

was set to match the porosity measured with the weighing method (). The watershed 

algorithm was used to define the individual pore and particle. The diameter of the pores and 

the particles were then described by way of the equivalent sphere diameter with the same 

volume. Figure 1 presents detailed information on the packed bed, including the probability 

density function of the pore, throat, and particle. 

Accurately segmenting the two fluid phases from the pore space was quite difficult, especially 

when the image resolution was not very high (Sheppard et al., 2004). The gray value in the 
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acquired images increased from water, silicone oil, to particles because of the difference 

absorption of X-ray. A pseudo-interface was found between the particles and the water, like 

the oil film covering the particles (Andrew, 2014). The captured images’ resolution (16.49 

m/pixel) was not enough to observe the thin oil film (~ 1 m) (Krummel et al., 2013); thus, 

the pseudo-interface was treated as water using the followed procedure. An automated 

calculated threshold value was introduced to separate the water and oil phases in ImageJ 

programs (NIH Image). The water and particle regions were then dilated twice following a 

Boolean intersection, and the pseudo-interface was obtained. The Boolean result was added to 

the primary water region. After that, the particle image was taken as a reference to remove 

overvaluation using a Boolean subtraction. The saturation of invading phase was measured 

from these obtained images. Then the spatial structure reconstructed from images stack was 

applied to estimate the fractal dimension and the finger width. The detailed estimation method 

will be discussed in below. 

2.3 Viscous fingering, capillary fingering, and stable displacement 

Fig. 2.3 shows the visualization of the displacement patterns at the breakthrough time for a 

wide range of capillary number and viscosity ratio, including favorable and unfavorable 

displacements. The capillary number decreased from the top row to the down row with seven 

orders of magnitude (LogCa ranges from −8 to −2), and the viscosity ratio increased from the 

left column to the right column with seven orders of magnitude (LogM ranges from −4 to 2). 

Three typical displacement patterns, namely viscous fingering, capillary fingering, and stable 

displacement were observed. 

2.3.1 Static displacement patterns 

Viscous fingering: The displacement of the defending phase by the invading phase is widely 

recognized to exhibit viscous fingering under high Ca and low M condition, because of the 

competition between the capillary and viscous forces (Saffman and Taylor, 1958). In the 

regime of viscous fingering (upper-left in Fig. 2.3), thin fingers followed a number of 

preferential flow path in the same direction as injection and no backward movement. To note, 

many invading phase discrete ganglions were observed at the lowest viscosity ratio (LogM = 

−4) with a relatively high capillary number (LogCa = −6, −5, and −4). The snap-off event 

during drainage process leads to these discrete ganglions, which can also be found in 3D 
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simulation and experimental results (Bakhshian et al., 2019; Herring et al., 2018). The 

behavior of viscous fingering is principally controlled by viscous forces due to the viscosity 

of the defending phase. When the velocity of the invading phase is high, the front of 

displacement advances very fast and soon reaches the outlet. Thus, the saturation of viscous 

fingering is usually lower than capillary fingering and stable displacement. 

Capillary fingering: In the regime of capillary fingering (bottom in Fig. 2.3), the injected non-

wetting fluid invaded not only along the outlet direction but also to radial direction and even 

inlet direction. The flow paths merged to a main stout finger; hence, the invading phase 

saturation was much higher. At low Ca, the viscous forces are negligible in both defending 

and invading fluid and the principal force is due to capillarity. The invasion process of 

capillary fingering can be described with the invasion percolation theory (Dias and Wilkinson, 

1986). The invading fluid only passed through the largest throat where the capillary entry 

pressure was the lowest. Thus, the average throat size invaded by the invading phase for 

capillary fingering was much larger than that for viscous fingering. It also contributed the 

higher invading phase saturation for capillary fingering. 

Stable displacement: In the regime of stable displacement (upper-right in Fig. 2.3), the 

defending phase was almost completely displaced by the invading phase, and only near outlet 

presented some irregularities. At high Ca and high M, the principal force is due to the viscosity 

of the invading fluid. The stable displacement occurs at the unfavorable condition (LogM > 

0), where the lower viscosity defending fluid is displaced by a higher viscosity fluid. During 

the invasion process of invading phase, some unstable fingers occurred at the main flow front. 

These fingers would be overtaken by the followed main flow, since the fingers have a lower 

pressure than the main flow front (Zhang et al., 2011). Therefore, the stable displacement with 

compact structure usually has a very high saturation (e.g., 94% at LogCa = −2, LogM = 2). 

 

 



25 

 

 

Figure 2.3. Visualization of the 3D fluid–fluid displacement morphologies at the breakthrough 

time under a wide range of viscosity ratio LogM and capillary number LogCa. 
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2.3.2 Dynamic displacement patterns 

Fig. 2.4 presents the growth behavior of the invading phase (LogM = −3) to gain an insight 

into how the competition between the capillary and viscous forces affects the invasion 

dynamic. The displacement pattern at V/Vbr =1.00 represents the breakthrough time when the 

invading phase first reached the top of the porous media. The displacement patterns indicate 

typical viscous and capillary fingering, respectively. The invading phase invasion processes 

are mainly controlled by the viscous force for viscous fingering (Fig. 2.4(a)). Before the 

breakthrough, thin figures with 1–2 pore bodies followed a number of preferential flow paths 

along the injection direction (Ferer et al., 2004; Tsuji et al., 2016). The invading phase rapidly 

grew at the front position, while the bulk of the invading fluid at the near inlet area grew 

forward with a relatively lower speed. After the main flow reached to the outlet of the porous 

medium, its structure remained stable, and other fingers at the front of the bulk fluid shown an 

accelerate growth. As shown in Figure 10a, the saturation of invading phase increased rapidly 

at the front than that at the bottom after breakthrough.  

 

 

Figure 2.4. Invasion dynamic of the invading phase before and after the breakthrough time under 

the experimentad conditions of (a) LogM = −3, LogCa = −4 viscous fingering, and (b) LogCa = −8 

capillary fingering. 
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Decreasing four orders of magnitude of the capillary number to Ca = 1.0 × 10−8, the capillary 

forces overpassed the viscous forces, and controlled the invasion dynamic in drainage process. 

The iconic backward structure of the invading phase and the defending phase trapping 

occurred during the whole invasion process. Before the breakthrough time (V/Vbr < 1.0), the 

main finger front was not strictly growing along the injection direction (Fig. 2.4(b)). A lot of 

invasion processes were also observed at the bulk fluid (bottom region). Once the invading 

phase reached the outlet, continue to inject, no new fingers could be observed either at the 

front or at the bottom. As shown in Fig.2.5(b), the invading phase saturation profiles almost 

fixed after breakthrough (V/Vbr > 1.0), except slightly different at the bottom compared with 

that at breakthrough time (V/Vbr = 1.0). For the capillary fingering, the imposed pressure was 

not sufficient to invade new throats and pores after breakthrough. Therefore, the fluid could 

only flow through the formed displacement pathways, and the invading phase saturation 

remained constant. It indicated that the displacement efficiency cannot be further improved by 

injecting excessive volume of invading phase for capillary fingering conditions. 

 

Fig. 2.6 shows that the displacement efficiency at the breakthrough time increased with the 

decreasing the injection flow rate, thereby agreeing with the previous numerical results 

(Lenormand et al., 1988; Tsuji et al., 2016). However, a reverse trend could be found at the 

equilibrium state (Zhang et al., 2011). The invasion dynamics of the invading phase provides 

an explanation as to this phenomenon. After the breakthrough time, the invading phase 

 

Figure 2.5. Saturation distribution of the invading phase along the flow direction during the injection 

under the experimentl conditions of (a) LogM = −3, LogCa = −4 viscous fingering, and (b) LogCa 

= −8 capillary fingering. x/H is the dimensionless distance, where x the distance from inlet part, H 

is the height of the porous media, respectively.  
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saturation continued to linearly increase with the injection volume for the high capillary 

number cases (Fig. 2.6 (a–b)). Meanwhile, no further increase was observed at the low-flow 

rate condition (Fig. 2.6(e)). Thus, 𝑆௜ of the viscous fingering will be larger than that of the 

capillary fingering at the same viscosity ratio when the displacement pattern achieves an 

equilibrium state. 

The difference between ∆𝑆௜
௕௥ at the breakthrough time and 𝑆௜

௘௤ at the equilibrium state was 

measured to classify the displacement patterns (i.e., ∆𝑆௜ ൌ 𝑆௜
௘௤ െ 𝑆௜

௕௥). Fig. 2.6 illustrates that 

the ∆𝑆௜ value is larger than 13% for the viscous fingering but is almost equal to zero for the 

capillary fingering. At the transition zone, the invading phase saturation linearly increased 

with the injection volume after the breakthrough, and then trended to a constant value (Fig. 

2.6(c−d)). Subsequently, ∆𝑆௜ roughly increased with the increasing of capillary number, which 

can also be found in rough fracture and natural sandstone (Bakhshian et al., 2019; Chen et al., 

2018).  

 

Figure 2.6. Saturation of the invading phase as a function of the injection volume V/Vbr. The green 

shadow represents that before the breakthrough time. ∆𝑆௜ equals to the difference between 𝑆௜
௕௥ at 

the breakthrough time and 𝑆௜
௘௤ at the equilibrium state.  
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2.4 Characterization of fingering structures at breakthrough 

2.4.1 Saturation of non-wetting phase 

Fig. 2.7(a) shows the saturation distribution of the invading phase on the diagram of Ca and 

M. Generally, the invading phase saturation at breakthrough time increase from viscous 

fingering to capillary fingering, then to stable displacement. To quantify the boundaries of the 

three regimes in Ca–M diagram, we estimated the effect of the three displacement patterns on 

the saturation at breakthrough time. 

Fig. 2.7(b) shows the effect of the viscosity ratio on the invading phase saturation, which can 

be used to distinguish the boundaries from viscous fingering to stable displacement (Lines A 

and B, Fig. 2.11). The saturation curve as a function of the viscosity ratio consisting of two 

plateaus and a sharply growing middle segment qualitatively agrees with the simulation result 

proposed by Lenormand et al., (1988). The two plateaus represent two distinct regimes, the 

viscous fingering with low saturation and close stable displacement with high saturation, 

respectively. An increasing stage with a constant slope occurred from LogM = −2 to 0.2 for 

high Ca condition (i.e., LogCa = −4 and −5), indicating a transition zone from viscous 

fingering to close stable displacement (Lines A and B, Fig. 2.11).  

Fig. 2.7(c) and d depict the effect of the capillary number on the invading phase saturation for 

unfavorable (LogM < 0) and favorable displacements (LogM > 0), respectively. The invading 

phase saturation generally decreased with the increasing capillary number for the unfavorable 

displacement, reflecting a transition zone from viscous fingering to capillary fingering; but 

increased for the favorable displacement, reflecting a transition zone from capillary fingering 

to stable displacement. As shown green dot line in Fig. 2.7(c), at LogM = 2, the curve consists 

of two plateaus and a descending segment. The two plateaus represent two distinct regimes, 

the capillary fingering with high saturation and viscous fingering with low saturation, 

respectively. A decreasing stage with a constant slope occurred from LogCa = −7 to −5, 

indicating a transition zone from capillary fingering to viscous fingering (Lines E and F, Fig. 

2.11). For the two lowest M (i.e., LogM = −3 and −4), only one plateau with low saturation 

exists at high Ca condition, which represents the viscous fingering regime. However, the 

capillary number of decrement stage remains in two orders of magnitude. It indicates that the 

width of transition zone from viscous fingering to capillary fingering is stable with different 
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M. For the highest M (i.e., LogM = −1), the invading phase saturation changes slightly from 

LogCa = −8 to −6, indicating a capillary fingering regime (Line D, Fig. 2.11).  

As shown in Fig. 2.7(d), the invading phase saturation increases with the capillary number 

under favorable displacement. At low Ca (i.e., Log Ca = −8 and −7), the invading phase 

saturation in all three experimental conditions remains almost constant, about 40%. With the 

increasing of the capillary number, the role of viscous forces of displacing fluid become more 

important. Therefore, the invading phase saturation increases with the increasing of capillary 

from LogCa = −7 to −3, which is referred as a transition zone from capillary fingering to stable 

displacement (Lines D and C, Figure 5). At high Ca (i.e., LogCa = −3 and −2), the invading 

phase saturation is close to 90%, suggesting that stable displacements have taken place and 

only near outlet exists some irregularities. 

 

Figure 2.7. Saturation of the invading phase at the breakthrough time for the drainage experiments 

in the 3D porous media. (a) Saturation contour mapping. (b) Si variations of as a function of LogM. 

(c) Si variations as a function of LogCa for the unfavorable displacement LogM < 0. (d) Si variations 

as a function of LogCa for the favorable displacement LogM > 0. 
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2.4.2 Fractal dimension 

The observation in Fig. 2.3 shows that the finger structure exhibits complex spatial distribution 

for three typical displacement patterns. To estimate the complexity of finger structures, the 

fractal dimension was introduced using the standard box counting method. The 3D structure 

of invading phase was separated into some several parts based on the size of the box s. Every 

box was then checked whether it contained the displacing fluid or not. The data of the number 

of boxes that contained the displacing fluid N(s) and the length of boxes 1/s were used to 

calculate the fractal dimension. As shown in Fig 2.8 (a), the estimate slop of ln N(s)–ln 1/s is 

the fractal dimension value. 

.  

Figure 2.8. Fractal dimension (Df) of the invading phase at the breakthrough time for the drainage 

experiments in the 3D porous media. (a) Box counting method to obtain the fractal dimension. (b) 

Df variations as a function of LogM. (c) Df variations as a function of LogCa for the unfavorable 

displacement LogM < 0. (d) Df variations as a function of LogCa for the favorable displacement 

LogM > 0. 
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Fig. 2.8(b–d) depict the effects of the capillary number and the viscosity ratio on the fractal 

number of the invading phase, including the favorable and unfavorable displacements. The 

curves of fractal dimension as a function of Ca and M show a similar tendency with curves of 

invading phase saturation. The fractal dimension increases from viscous fingering to capillary 

fingering, and a transition zone exists between them. Six cases were selected as the typical 

capillary fingering inside of the capillary fingering regime in Fig. 2.11. The average fractal 

dimensions for the six typical capillary fingerings equaled 2.58  0.05. The value was in a 

reasonable agreement with the value of 2.55 in the simulation results when invasion 

percolation theory was considered (Dias and Wilkinson, 1986). For the lowest viscosity ratio 

(LogM = −4), the fractal dimensions of the 3D viscous fingering structures, which were very 

close to 2.00, were 2.05 and 2.07 for the capillary numbers of LogCa = −4 and LogCa = −5. 

In the extreme condition, lower M and higher Ca, the viscous fingering structures could be 

looser and corresponding lower fractal dimension. The limitation of fractal dimension 

predicted by the diffusion limited cluster aggregation (DLCA) was 1.80 (Eggersdorfer et al., 

2011; Mandelbrot, 1983). The pores filled by the invading phase was treated as the clusters in 

the DLCA method. 

2.4.3 Finger width 

A more relevant distinguishing feature for different displacement patterns (e.g., viscous 

fingering and capillary fingering) is the finger width (Løvoll et al., 2004; Stokes et al., 1986). 

When viscous fingering occurs, loosely connected or disconnected flow paths progress 

forward toward the outlet. It is very difficult to directly measure the width of a three-

dimensional finger due to its complex spatial structure. Here, we presented a statistical 

averaging method to estimate the finger width of these 3D fingerings. Firstly, the fingering 

structure was divided into several parts (n) along the vertical direction, as shown inset in Fig. 

2.9 (n = 4) . Then the 3D object count method was applied to detect all unconnected objects, 

which was treated as the cross-sectional of a finger. The information of these objects, including 

volume V, height h and numbering j, was stored in a matrix. Each object was assumed as a 

cylinder of diameter d, and the value of d could be calculated by dj = (4/ꞏVj/hj)1/2. After, a 

volume-weighted average was used to estimate the average diameter, 𝑑̅ ൌ ∑𝑉௝𝑑௝/∑𝑉௝. Finally, 

the average diameter divided by the pore diameter dpore to get the dimensionless finger width 𝑤ഥ .  
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Fig. 2.9 shows two different trends of 𝑤ഥ as a function of n for the viscous fingering (LogM = 

−3, LogCa = −5) and capillary fingering (LogM = −3, LogCa = −7). For viscous fingering, the 

average finger width is uniform and equals to the single flow path width. With the increasing 

of n, the average width does not change, and each object has a same finger width. For capillary 

fingering, the average finger width decreases sharply (n < 20) and then tends to be constant. 

At low n, the average finger width is overestimated due the interconnected flow path. The 

height of each part decreases with the increasing of n. When the height is smaller than the size 

of trapped blobs, single flow path without trapped blobs start to be detected. The average width 

of these single flow path is selected to evaluate the finger width of capillary fingering. The 

effective finger width 𝑤ന  for each displacement pattern was defined by further averaging the 

average finger width 𝑤ന  between n = 20 and 30 (Trojer et al., 2015). 

 

Figure 2.9. Average finger width 𝑤ഥ  as a function of the number of parts for LogM= −3, LogCa = 

−5 and −7. 

 

Fig. 2.10 presents the effective finger width 𝑤ന  as a function of capillary number and viscosity 

ratio. As shown in Fig. 2.10(a), with the increasing of capillary number, the effective finger 

width slightly decreases from 2 to 1.75 at LogM = −3. Although a transition from capillary 

fingering to capillary fingering is expected, the effective finger width remains at a small value 

under all condition. The capillary fingering still presents some features of viscous fingering 

under low M condition. At a fixed capillary number LogCa = −6, the effective finger width 

changes significantly with capillary number, increasing from 2 to 7. It indicates the 

displacement patterns changes from viscous fingering to capillary fingering, which 
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qualitatively agrees the prediction of phase diagram. Generally, the effective finger of viscous 

fingering is 1–2 pore bodies, while capillary fingering is 6–7 pore bodies. 

 

Figure 2.10. Effective finger width 𝑤ന  as a function of (a) LogCa and (b) LogM. The error bars 

represent the standard deviation of the measured results with different n. 

 

2.5 Phase diagram for 3D porous media 

The boundaries of the three displacement regimes on the phase diagram for 3D unconsolidated 

porous media were determined based on the 35 experimental results, as shown in Fig. 2.11. 

The shape of the three regimes was similar with the result obtain in the 2D periodic 

homogenous pore model (Lenormand et al., 1988; Zhang et al., 2011). Two parallel lines with 

slop = 1 represent the boundaries of transition zone from viscous fingering to capillary 

fingering. This indicates the displacement process in 3D porous media is also controlled by 

the competition between viscous forces and capillary forces (Lenormand et al., 1988). 

However, the locations of these boundaries are different from the 2D micromodel experiment 

results (Zhang et al., 2011). A broader transition zone between any two regimes could be found 

in 3D heterogeneous porous media. The primary contribution to this different is the inherent 

pore heterogeneity. As shown in Figure 1b, the pore and throat size distributions in 3D porous 

media show a very wide range, where the multiple displacement patterns easy occurred 

simultaneously (Chen et al., 2017; Liu et al., 2015). The system dimension affects the inherent 

connectivity of porous media. The coordination number of pores is 4 and 4.6 for the 2D 

homogenous micromodel (Zhang et al., 2011) and the 3D packed bed, respectively. In highly 

connected porous media, the fingers easily merge with adjacent fingers and show a multiple 
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displacement pattern. As shown in Fig. 2.3, even for viscous fingering, the thin finger is 

connected with neighboring one at some pores. 

 

Figure 2.11. Phase diagram of the fluid–fluid displacement morphologies for the drainage 

experiments in the 3D porous media (dash lines). The 35 red crosses indicate the experimental 

conditions.  The 2D results proposed in the previous studies of Lenormand et al. (1988) (light purple 

background) and Zhang et al. (2011) (light green background) have defined the boundaries of the 

displacement patterns according to the simulation and experiment in the micromodels. 

2.6 Summary 

The fluid–fluid immiscible displacement in the 3D porous media was experimentally studied 

herein using micro-CT. An unconsolidated packed bed with glass beads was chosen as the 

porous media. Seven fluid pairs were selected as the defending and invading phases to provide 

a wide range of viscosity ratio ranging from LogM = −4 to 2, including favorable and 

unfavorable displacements. The invading phase was injected to displace the initial saturated 

defending phase under different flow rates, and the capillary number ranged from LogCa = −8 

to −2. The displacement patterns at the breakthrough time and the invasion dynamic during 

the drainage process were visualized. The main findings in this study include: 

All 35 displacement patterns obtained at breakthrough time were mapped on a Ca–M diagram, 

including unfavorable (LogM < 0) and favorable displacement (LogM > 0). Three typical 

displacement patterns, namely viscous fingering, capillary fingering and stable displacement, 

were observed in 3D porous media. The rough location of three displacement patterns was 

consistent with previous studies in 2D micromodel. Viscous fingering was observed at high 
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Ca and low M, and capillary fingering occurred at low Ca condition. The compact 

displacement is referred as stable displacement at high Ca and high M condition. 

The corresponding saturation distribution for the different patterns was also mapped on a Ca–

M diagram. With the increasing of capillary number, the saturation of the invading phase 

decreases for unfavorable displacement and increases for favorable displacement. Based on 

the quantitative analyses of the saturation distribution as a function of Ca and M, the 

boundaries for three regimes, namely viscous fingering, capillary fingering and stable 

displacement, were determined. We then for the first time proposed a phase diagram for 3D 

porous media describing the displacement patterns as a capillary number and viscosity ratio. 

Compared to Zhang et al.’s result in 2D micromodel (Zhang et al., 2011), a broader transition 

zone between the viscous fingering, capillary fingering and stable displacement was found in 

3D porous media. 

The characterization of finger structures (e.g., fractal dimension and finger width) were to 

reveal the mechanism of how the displacing fluid invades the pores and throats inside porous 

media for different displacement patterns. The average fractal dimension of capillary fingering 

is 2.58  0.05, which is in reasonable agreement with 2.55 defined by the invasion percolation 

(IP) theory. This indicates that IP can be used to describe the invasion process of capillary 

fingering in 3D porous media. The finger width increases from viscous fingering (1–2 pore 

bodies) to capillary fingering (6–7 pore bodies), reflecting that the invasion process is more 

controlled by capillary forces than viscous forces. 

The invasion dynamic during the drainage process from a pore scale view was illuminated for 

typical viscous and capillary fingering. Under continues injection condition, the saturation of 

invading phase continues to increase after breakthrough for viscous fingering but remains 

stable for capillary fingering. The experimental observation clarifies that new pores and throats 

would be invaded by the followed flow and formed several flow paths for viscous fingering. 

At low Ca, capillary fingering, the subsequent fluid would only flow along the previous flow 

path once the breakthrough occurred. 

 

 

The results described in this chapter have been published as: Y. Hu*, A. Patmonoaji, C. Zhang, T. 
Suekane, Experimental study on the displacement patterns and the phase diagram of immiscible fluid 
displacement in three-dimensional porous media, Adv. Water Resour. 140 (2020) 103584. 



37 

 

Chapter 3. Effect of capillary number on morphological 

characterizations of trapped phase in 3D porous media 

In this chapter, we studied the capillary desaturation curves at a wide range of capillary number 

Ca from a pore-scale perspective.  

3.1 Introduction 

A few studies have examined the capillary desaturation curve from a pore-scale perspective in 

porous media. According to the injection strategies, the desaturation curves can be divided 

into two different categories according to the strategies to increase capillary number. In the 

first category, the gas/oil phase is displaced by the flooding water at a low flow rate; after 

reaching a steady state, the flow rate is progressively increased (Armstrong et al., 2014; Datta 

et al., 2014; Oughanem et al., 2015). In the second category, a series of drainage-imbibition 

cycles was performed, and the imbibition flow rate is independently increased (Georgiadis et 

al., 2013; Herring et al., 2013; Khishvand et al., 2016; Krummel et al., 2013). The desaturation 

curves show the same shape for both two categories, where the residual saturation remains 

constant and then almost linearly decreases as the capillary number increases. Datta et al. 

(Datta et al., 2014) used confocal microscopy to directly visualize the formation and complex 

morphologies of trapped non-wetting phase in a sintered glass beads packed bed. They found 

that at Ca > 2 × 10−4, the largest ganglia were increasingly mobilized and flushed out of the 

porous media. With the increase of Ca, the maximal length of the ganglia decreased in a similar 

manner to the calculated value, which was analyzed by the balance between the viscous and 

capillary forces exerted on the ganglia. Georgiadis et al. (Georgiadis et al., 2013) investigated 

the development of oil clusters in a sintered glass beads porous media using micro-CT. At low 

Ca, the size distribution of trapped oil clusters showed a power-law distribution with  = 2.10, 

which is in good agreement with other studies (Geistlinger and Mohammadian, 2015; Iglauer 

et al., 2013). Although the effect of capillary number on residual saturation has been studied, 

the effect on cluster size distribution has not been considered. Khishvand et al. (Khishvand et 

al., 2016) performed drainage-imbibition cycle experiments in sandstone and carbonate rocks 

with capillary numbers ranging from 1.2 × 10−6 to 1.6 × 10−4. They found that as the capillary 
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number increased, the imbibition produced smaller trapped oil blobs, resulting in the reduction 

of residual saturation.  

In previous research, residual saturation and cluster size distribution are the two main 

parameters considered. There are several questions that remain unanswered: what is the 

difference between the two capillary desaturation curves using different injection strategies? 

Whether the power-law behavior still exist during dynamic flow regime? In addition, no 

attempt has been made to investigate the impact of high flow rate on the interfacial area. How 

does the flow rate affect the ratio of the gas-liquid interfacial area and the total surface area? 

The gas–liquid interfacial area (meniscus interphase) is believed to be the main factor affecting 

mass transfer (Geistlinger et al., 2005; Johns and Gladden, 1999; Zhang et al., 2002). The 

dissolution process through the meniscus interphase not only affects dissolution trapping but 

also mineral trapping, which is important in the long-term safety of CCS.  

3.2 Materials  

3.2.1 Porous media 

Artificial plastic particles (PP) were selected to represent highly angular particles such as 

naturally occurring mica minerals and biogenic sands. Various ranges of particle size and 

uniformity based on the Standard American Society for Testing and Materials (ASTM) were 

used. Table 3.1 lists the physical properties of these porous media, including the particle size, 

porosity (), and permeability (ka). More detailed information on the pore/particle size 

distributions of the different porous media can be found in our previous work (Patmonoaji et 

al., 2018). These particles were poured into an acrylic column with a 10-mm inner diameter, 

producing the packing as an unconsolidated porous medium. During preparation of the core 

sample, the column was continuously shaken to produce as compact a packed bed as possible. 

For each experiment, the length of the core sample was fixed at around 30  1 mm, which was 

almost two times longer than the field of view (FOV). To form a uniform incoming flow field, 

a low permeability sintered glass filter with a thickness of 1 mm was added at the inlet. At the 

top of the column, a low permeability filter may cause structural trapping. A reservoir was 

formed with two fine metal meshes and large glass beads to eliminate the outlet effects.  
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Table 3.1. Physical properties of particles and porous media 

Type Size range 

(m) 

d50
1
 

(m) 

G 2 

(-) 

(X-ray)3 

(%) 

dp.median
4 

(m) 

ka(Cal.)5 

(m2) 

ap
6 

(mm-1) 

 355-425 390 0.70 0.46 169 3.0 × 10−10 14.23 

500-600 555 0.68 0.47 340 6.2 × 10−10 12.75 

600-710 655 0.68 0.47 446 8.7 × 10−10 12.20 

355-710 533 0.68 0.46 364 5.3 × 10−10 13.61 

1 d50: median particle diameter; 
 2G: sphericity index of particle; 
 3: porosity estimated using micro-CT images; 
 4dp.median: median pore diameter;  
5 ka: absolute permeability calculated by Kozeny–Carman relation, 𝑘௔ ൌ

అమௗఱబ
మ

ଵ଼଴

ఌమ

ሺଵିఌሻమ  
;  

6ap: specific interfacial areas of particles, -: not measured. 
 

3.2.2 Fluid pairs 

The gas/water system was used in this study to investigate the capillary trapping in the porous 

media. High-purity nitrogen gas (99%) and deionized water were used as the trapped phase 

and mobile phase, respectively. Nitrogen was selected for the gas phase owing to its low 

solubility and high safety. To obtain a distinguishable contrast between the phases during X-

ray scanning, water was doped with 7.5wt% sodium iodine. Previous research has shown that 

doping at such concentrations has a negligible influence on the fluid properties and capillary 

trapping processes (Brusseau et al., 2009). All experiments were conducted at ambient 

temperature (293 K) and pressure (0.1 MPa). The dynamic viscosities of nitrogen and water 

are nw = 0.018 mPa.s and w = 1.05 mPa.s, respectively, resulting in a viscosity ratio LogM = 

−1.77. The densities of nitrogen and water are nw = 1.204 kg/m3 and w = 1005 kg/m3, 

respectively. The interfacial tension between the phases was 70.13 mN/m, as measured using 

the drop pendent method (Kruss, DAS255).  

3.3 Analysis methods 

3.3.1 Experimental procedures 

Fig. 3.1 shows the experimental system, including the visualization section, porous media and 

fluid flow section. The core sample was fixed vertically on the central stage inside the micro-

CT scanner. At the inlet and outlet, 1/8-inch PEEK tube was connected to inject gas and water. 
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The volume and flow rate of water and CO2 were controlled by three syringe pumps (KDS-

200, KD Scientific Inc.). A gas tank with a regulator was used to inject the nitrogen gas. During 

CT scanning, a dynamic model was applied in which the sample remained fixed while the X-

ray sources and detector rotated horizontally. This model eliminated the effects of rotation on 

the sample position and fluid redistribution inside the porous media.  

 

Figure 3.1. Schematic of experimental setup. 

 

The experiments were performed using the following procedures: 

1. Dry CO2 was injected at a high flow rate of 5 mL/min into the packing to replace the air. 

2. A dry scan was taken to obtain the pore structure of the porous media, which was used as 

a reference for further image processing. 

3. More than 30 pore volumes (PV) of degassed water were injected at 20 mL/min. Most of 

the gas was flushed out from the porous media. Residual CO2 can be quickly dissolved in 

degassed water owing its high solubility. This approach ensures that the pore space was 

fully saturated with water before the drainage process. 

4. Water was injected at 2 mL/min to remove any degassed water from the porous media.  

5. The drainage process was then performed by injecting (downward) N2 at 0.1 MPa to 

displace water inside the porous media. 

6. A scan was taken to obtain the initial saturation of the gas after the first drainage. After the 

high pressure N2 injection, a high initial saturation was reached, i.e., about 90%. 
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7. The imbibition process was performed by pumping (upward) 3 PV of water to capture gas 

bubbles.  

8. After injection, a scan was taken to obtain the distribution of the trapped gas bubbles. 

9. Steps 5–8 were repeated. In order to investigate the influence of imbibition capillary 

number on capillary trapping, the water injection flow rate in Step 7 was increased from 

21 μL/min to 80,000 μL/min, corresponding to capillary numbers from 1.0 × 10−7 to 3.8 × 

10−4
. 

The above experimental procedures were repeated for all six porous media. Since the solubility 

of N2 in water is relatively low, the effect of gas dissolution on the residual gas saturation can 

be ignored in high permeability unconsolidated porous media (Suekane et al., 2010). The 

effect of buoyancy force on the capillary trapping was estimated by the Bond number, as 

follows: 

𝐵𝑜 ൌ ∆ఘ௚ௗఱబ
మ

ఙ
                 (3-1) 

where ∆𝜌 is density difference, g is gravity, and  is interfacial tension. In this study, the Bone 

number ranged from 8.35 × 10−3 to 9.32 × 10−2. This value is lower than 0.35, at which Morrow 

and Songkran (Morrow and Songkran, 1982) reported that no trapping occurs. 

3.3.2 Image processing 

A high-resolution X-ray micro-tomography scanner (Comscantechno Co. ScanXmate-

RB090SS) was used to capture the three-dimensional topology of trapped phase. The sample 

was placed midway between the X-ray source and the detector. During the scanning, the X-

ray source and detector rotated 360° horizontally within 125 s. The images obtained from the 

detector were 992 × 992 pixels with a resolution of 16.47 m/pixel. In all cases, the scanning 

was conducted at 70 kV and 116 A. More detailed information on the CT settings can be 

found in our previous work (Hu et al., 2020a). 

The raw images were filtered to remove noise and preserve the edges using a non-local means 

filter (Andrew et al., 2014). By comparing Figs. 1a and b, it is clear that the filtering improves 

the signal to noise ratio significantly while keeping the phase boundaries preserved. The 

filtered image of dry scan was then segmented into grains and pore structures using Otsu’s 

algorithm in ImageJ software (NIH). For the wet scan images, although the agent was doped 
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into water, it was still very difficult to separate the three phases. As shown in Fig. S4, the 

histogram showed that the gray value of gas phase was markedly lower than did the water and 

grain. A global threshold value was employed based on the histogram, and only gas phase was 

obtained. Next, the three phases, i.e., grain, gas, and water, were combined (Fig. 3.2(g)). The 

segmented image was then analyzed in 3D. Firstly, the 3D Object Counter plugin in ImageJ 

was used to label disconnected bubbles. The MorphoLibJ plugin was then applied to measure 

the volume and interfacial area of each bubble. During the image processing, some small 

voxels were falsely labeled as bubbles. The small size bubble can also cause significant error 

on the volume and interfacial area measurement. Therefore, bubbles smaller than 50 voxels 

were removed as noise. It is worth noting that this approach removed less than 2% of volume. 

 

 
(g) 

(a) (b) (c) 

   
(d) (e) (f) 

Figure 3.2. Two-dimensional cross-sectional images of (a–c) the dry and (d–f) wet scans; (a, d) raw 

images; (b, e) images filtered with non-local means filter; (c, f) images after threshold; (g) 

combination image. 

 

3.3.3 Extraction of interfacial area  

The surface of an individual bubble includes two components, i.e., gas–solid and gas–water 

interfacial areas. Fig. 3.3 depicts the estimation method for extracting the distribution of the 

two kinds of interfacial area. Firstly, the binary image of the bubble was dilated by one pixel. 

Then, the original bubble image was subtracted from the dilated image to obtain the total 
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interfacial area. The dilated image was also used to make a Boolean “AND” operation with 

the solid image. The overlap region was taken as the interfacial area between the gas and solid 

phases. Finally, the gas–water interfacial area was obtained by subtracting the gas–solid 

interfacial area from the total gas surface area. In Fig. 3.3(f), the distribution of gas–water 

(black) and gas–solid (green) interfacial areas are shown.  

Figure 3.3. Schematic of gas–water interfacial area extraction in porous media. (a) Binary images of 

bubble and (b) solid; (c) image of bubble after one pixel dilate; (d) total gas surface area; (e) gas–

solid interfacial area; (f) distribution of gas-water (black) and gas–solid (green) interfacial areas. 

 

3.3.4 Euler number  

Two parameters, namely sphericity index and Euler number, were applied to classify the 

residual gas patterns inside the porous media. The sphericity index (G) describes how closely 

a trapped bubble resembles a perfect sphere. It can be calculated as follows: 

𝐺 ൌ గభ/యሺ଺௏ሻమ/య

஺
 ,                 (3-2) 

where V and A are the volume and surface area of the trapped bubble, respectively. 

The Euler number () is a topological invariant used to estimate the connectivity of a trapped 

bubble (Herring et al., 2013). For a 3D object, the Euler number can be expressed as follows: 

𝜒 ൌ 𝛽଴ െ 𝛽ଵ ൅ 𝛽ଶ,                (3-3) 
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where 0 is the zeroth Betti number, referring to the number of distinct elements of the bubble; 

1 is the first Betti number, which refers to the number of tunnels; and 2 is the second Betti 

number, indicating the number of enclosed voids. In this study, an individual bubble was 

estimated with the Euler number; therefore, the zeroth Betti number was one (0  1). Inside 

porous media, there are no individual particles without connection to other particles. In 

addition, a gas bubble cannot surround a particle to form an enclosed void, i.e., 2  0. 

Therefore, the Euler number of an individual bubble can be simply assumed as: 

𝜒 ൌ 1 െ 𝛽ଵ.                 (3-4) 

Based on the above-mentioned topology of the trapped bubbles, the bubbles were classified 

into three patterns, i.e., singlet, ganglia, or cluster (Fig. 3.4). Singlet is usually trapped in a 

single pore and has the smallest volume. The singlet pattern presents a smooth sphere with a 

high G, whereas the ganglia pattern shows a dimpled surface depending on the sharp of grain. 

The ganglia pattern exhibits long spans several pores and throats. The sphericity index 

decreases with an increasing number of pores occupied by ganglia. The Euler number of 

ganglia and singlet is fixed,  = 1. As shown in Fig. 3.4, the simplest ganglia only spanned 

two adjacent pores with a sphericity index of 0.4. We defined G = 0.4 as the threshold value 

from singlet to ganglia. Compared with ganglia, a significant difference of cluster pattern is 

that they usually exist one or more loops. This feature of cluster is mainly reflected in their 

smaller Euler numbers (  0). In addition, the cluster has a lowest sphericity index owing to 

its large surface area. The sphericity of the longest single chain ganglia (G ~ 0.1) was the 

threshold value from ganglia to cluster. 

 

Figure 3.4. Betti numbers listed as a triplet (β0, β1, β2) for simple three-dimensional solid objects: (a) 

single sphere, (b) two disjoint spheres, (c) torus, (d) double torus, (e) cubic frame (Herring et al., 2013). 
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3.4 Percolation theory at low flow rate 

Trapped gas bubbles can reside in the center of a single pore or span multiple connected pores 

depending on several factors including local capillary pressure, pore geometry, and pore-throat 

aspect ratio (Khishvand et al., 2016). Fig. 3.5 shows the cumulative bubble size distributions 

CDF(s) in PP 355–425 m after water flooding with different capillary numbers. The CDF(s) 

was calculated using the relative probability distribution frequencies PDF(s) of trapped gas 

bubbles of size s: 

𝐶𝐷𝐹ሺ𝑠ሻ ൌ  ∑ 𝑃𝐷𝐹ሺ𝑠ሻ.௦
ଵ                (3-5) 

The largest bubble sizes at the lowest Ca = 1.0 × 10−7 and highest Ca = 3.8 × 10−4 were 2.72 

mm3 and 0.083 mm3, respectively. In order to compare the universal bubble size distribution 

at different capillary numbers, a normalized gas bubble size (i.e., bubble volume divided by 

the largest bubble volume) was used in this study. As shown in Fig. 3.5, the slope of the curve 

decreased significantly with increasing capillary number. The lower is the slope of the graph 

for a bubble size group, the more uniform is the trapped gas bubble size distribution.  

Geistlinger et al., (Geistlinger et al., 2015) suggested that the trapped gas bubble size 

distribution in the capillary force dominated region exhibits a universal power law behavior:  

𝐶𝐷𝐹ሺ𝑠ሻ ൌ  1 െ ቀ௞

௦
ቁ

ఛିଵ
,              (3-6) 

where k denotes an arbitrary constant and  is the Fisher exponent. A similar fitting method 

was applied to test whether the power law behavior is suitable in a dynamic flow region. As 

discussed in Geistlinger and Mohanmmadian (Geistlinger and Mohammadian, 2015) and 

Iglauer et al. (Iglauer et al., 2012), the consequent test of percolation theory has to exclude the 

smaller cluster from the dataset. Therefore, we took into account only data for large clusters, 

which contributed 90% of the total gas saturation, Vcutoff = 90%. The critical value defined by 

the percolation theory in 3D porous media is 2.19 (Lorenz and Ziff, 1998). For all flow rates, 

the cumulative bubble size distribution was fitted to the universal power law given in Eq. (3-

6), with Vcutoff = 90% and  = 2.19. The least-square fit was conducted for the selected data set 

as shown in Fig. 3.5 inset. For Ca = 1.0 × 10−7, the largest 553 out of the total 1207 bubbles 

were selected to fit the curves, with a relative error of 3.06%. The agreement between the 

experimental data and the universal power-law is a good evidence that the experimental bubble 
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size distribution is caused by a percolation-like trapping process (Geistlinger et al., 2015). At 

the low flow rate condition, the viscous forces can be ignored, and capillary forces dominate 

the trapping process. For higher capillary numbers, Ca = 2.9 × 10−5 and 3.8 × 10-4, Ncutoff 

increased to 813/1538 and 976/1630, with relative errors of 4.92% and 5.51%, respectively. 

The higher value of Ncutoff means that the contribution of the smaller bubble size group 

increased with increasing water flooding flow rate. Although the relative errors are of small 

value even at the highest Ca, this does not mean that the experimental data exhibit universal 

power-law behavior. As shown in Fig. 3.5 (inset), the shape of the experimental data deviates 

significantly from the universal power law when Ca = 3.8 × 10−4. The relative error between 

the experimental results and the fitting values reached more than 40% for the selected smallest 

bubble volume. This indicates that the cumulative bubble size distributions in the high Ca 

experiment were no longer power-like, and that the capillary trapping process cannot be 

described by percolation theory. The viscous forces are competitive compared with capillary 

forces and jointly control the trapping process. 

 
Figure 3.5. Cumulative bubble size distributions in PP 355–425 m for different capillary numbers.  

 

3.5 Desaturation curves with different injection strategies 

Fig. 3.6 shows the 3D spatial distribution of trapped gas bubbles after water flooding at 

different flow rates. The different colors indicate individual bubbles. Under low Ca conditions, 

the trapped bubbles were mainly multi-pore bubbles, and the length of the largest cluster 

reached about 11 of d50 along the water injection direction. The buoyancy force limits the 

length of trapped clusters in the capillary force dominated region(Geistlinger and 
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Mohammadian, 2015). In a NAPL/water system, the largest NAPL cluster is much longer, 

about 27 of d50, owing to the smaller density difference and the lower buoyancy force (Al-

Raoush, 2014). As shown in Fig. 3.6, the size and total volume of trapped bubbles decrease 

with the increase of capillary number. Under the largest Ca condition, single-pore bubbles are 

the main contributors to the residual saturation. Figs. 3.6(a) and (b) show the 3D images of 

trapped bubbles in single particle size (PP 355–425 m) and mixed particle size (PP 355–710 

m) porous media, respectively. The number of trapped bubbles in PP 355–710 m is less 

than that in PP 355–425 m, resulting from the larger size and smaller number of pores in the 

former. 

 
(a) PP 355–425 m 

 
(b) PP 355–710 m 

Figure 3.6 3D images of trapped bubbles at different capillary numbers. 

 

Residual saturation as a function of capillary number is described as the capillary desaturation 

curve (CDC), which depicts the trapping and mobilization of residual fluids in porous media 

(Wang et al., 2019). According to different strategies for increasing flow rate, namely 

progressively increase and independently increase, there are two kinds of CDC. Fig. 3.7(a) 
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shows the CDCs of four packings using independently increase method, corresponding to Fig. 

3.6. The normalized residual saturation was defined by dividing the value at the lowest Ca. In 

order to compare the CDCs, an experiment (PP 500-600) using progressively increase method 

was also performed. Due to the limitation of injection system, the maximal capillary number 

can only reach 3.8 × 10-4. Oughanem et al. (2015) suggested that CDC can be predicted from 

the initial cluster size distribution and structure geometrical parameters. By estimating the 

viscous pressure along the trapped cluster, the maximal length of cluster was calculated. 

Assuming that all clusters longer than the critical length were removed from the porous media, 

then the residual saturation was predicted. As shown in Fig. 3.7(a), the predicted CDC showed 

good agreement with the experimental data for progressively increase method, but not for 

independently increase method. It indicated that the underlying mechanisms were different for 

the two CDCs. 

For progressively increase method, the reduction in residual saturation was caused by the 

remobilization of largest ganglion due to the viscous force. The balance between the capillary 

pressure and viscous pressure decided the shape of CDC. For independently increase method, 

the residual saturation and morphology of trapped bubbles are controlled by the competition 

between snap-off and piston-like filling. The relative importance of displacement mechanisms 

depends on the water flooding rates (Ca). At low Ca, snap-off is the dominant displacement 

mechanism at pore scale, and the flow behavior can be described by percolation theory. The 

low flow rate allows water film that covers surface of solid grain to swell and consequent snap-

off. Many bubbles are generated resulting from snap-off. On the other hand, at a higher Ca, 

bulk flow advances faster and there is insufficient time for water film swelling. As the capillary 

number increase, the snap-off is suppressed and residual saturation decreases.  

(a) Capillary number (b) Modified capillary number 

Figure 3.7. Capillary desaturation curves for four porous media. 
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According to the topology of individual bubbles, the bubble patterns were classified into 

singlet trapped within a single pore, ganglia and cluster trapped within several multi pores. 

Fig. 3.8 shows the volume fraction distributions of the trapped singlet, ganglia, and cluster 

patterns versus capillary number. For the lowest Ca, singlet, ganglia, and cluster contributed 

about 14–19%, 16–40%, and 43–70% of the total trapped gas saturation, respectively. The 

volume fraction for the single-pore singlet was close to the value (16%) reported for a glass 

beads packed bed (Geistlinger and Mohammadian, 2015). As particle size increased, the total 

number of pores decreased, resulting in a decrease in the volume fraction of the cluster pattern. 

Additionally, a larger particle size produces a larger buoyancy force, which limits the length 

of trapped gas bubbles (Wilkinson, 1984). The mixed particle size PP 355–710 m exhibited 

a high-volume fraction of cluster pattern owing to the potential for complex formation inside 

pores. In the capillary force dominated region, the volume fraction of the three patterns 

remained stable. Around the critical capillary number, Ca = 1.0 × 10−5 to 4.8× 10−5, a transition 

region was found, in which the volume fraction of ganglia reached a maximum. However, the 

saturation of the captured gas did not change markedly. At the highest Ca condition, no cluster 

can be observed, and the singlet pattern contributes more than 80% of the total trapped gas 

saturation. 

  
(a) PP 355–425 m (b) PP 500–600 m 

  
(c) PP 600–710 m (d) PP 355–710 m 

Figure 3.8. Volume fraction of singlet, ganglia, and cluster patterns for different capillary numbers. 
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3.6 Universal characterization of trapped phase  

Individual bubble morphology can be characterized by plotting bubble volume versus surface 

area. All of the bubbles detected in each sample were averaged and are plotted in Fig. 3.9. 

Lines representing single-pore and multi-pore bubble morphology models are also plotted as 

black solid lines and dashed lines, respectively. For the single-pore model, the function of 

bubble surface and volume can be described by assuming that the bubble shape is close to 

spherical: 

𝐴௕ ൌ 4.836 𝑉௕

మ
య,                (3-7) 

where Ab and Vb are the bubble surface and volume, respectively. If the volume of a bubble is 

larger than a single pore, the bubble needs to occupy neighboring pores; thus channel-shaped 

bubbles form, which can be simplified as an elongated capsule. The diameter of this capsule 

is limited by the diameter of the pore, and the length of the capsule increases as the volume of 

the bubble increases. Thus, the bubble surface can be predicted as follows: 

𝐴௕ ൌ 4.189 𝑟௣.௠௘ௗ௜௔௡
ଶ ൅  ଶ

௥೛.೘೐೏೔ೌ೙
𝑉௕,           (3-8) 

where rp.median is the median pore radius. As shown in Fig. 3.9, the prediction value from the 

above two models yields an excellent match with the experimental values. Three typical flow 

conditions, Ca = 1.0 × 10−6, 4.8 × 10−5, and 3.8 × 10−4, were selected to illustrate the effect of 

capillary number on the bubble surface–volume relationships. Although the volume and 

surface of bubbles tend to become smaller, they still satisfy the single-pore and multi-pore 

models. For comparison, Geistlinger and Mohanmmadian (Geistlinger and Mohammadian, 

2015) fitted the experimental data obtained from a glass bead packings into a power-law 

relationship 𝐴௕ ∝ 𝑉௕
௣ and found the log-log plot p = 0.833, with relative errors of 7%. The 

single-pore and multi-pore models provide a more accurate assessment interface science in 

unconsolidated porous media.   
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(a) PP 355–425 m (b) PP 500–600 m 

  
(c) PP 600–710 m (d) PP 355–710 m 

Figure 3.9. Average bubble surface area versus average bubble volume. 

 

Trends in the total intrinsic and specific interfacial areas as a function of trapped gas saturation 

are plotted in Figs. 3.10 and 3.11, respectively. The intrinsic interfacial area defined by the 

ratio of the interfacial area to the gas volume, was applied to compare the morphological 

characterizations of NAPL entrapped in a porous medium (Corapcioglu et al., 2009). As 

shown in Fig. 3.10(a), the intrinsic interfacial area of smaller particles is lower than that of 

larger particles. In our previous study (Patmonoaji et al., 2018), we found that smaller particles 

generate smaller pores, and smaller pores generate smaller bubbles. With a similar shape, 

smaller bubbles exhibit a higher intrinsic interfacial area. Since their d50 were similar, PP 355–

710 m had a similar interfacial area to PP 500–600 m. Because d50 is the main factor 

controlling pore size distribution, the intrinsic interfacial area can be normalized through 

multiplication by d50. The normalized intrinsic interfacial areas of the four kinds of particle 

size porous media show the same trend as the trapped gas saturation, as shown in Fig. 3.10(b). 

When the gas saturation was above 6%, the normalized intrinsic interfacial area is independent 

of gas saturation, which also means it is independent of flow rate. The steeply increasing 

section for Sg < 6% suggests a change in bubble morphology to smaller bubbles at higher 
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surface area-to-volume ratios. This phenomenon concurs with previous observations of NAPL 

dissolution in a 2D micromodel (Corapcioglu et al., 2009). 

  
(a) Intrinsic interfacial area (b) Normalized intrinsic interfacial area 

Figure 3.10. Intrinsic interfacial area and normalized intrinsic interfacial area versus the total bubble 

saturation. 

 

Fig. 3.11 shows that the specific interfacial area decreases linearly with a decrease in gas 

saturation. This linear relationship has been extensively reported for gas or NAPL dissolution 

processes in porous media (Corapcioglu et al., 2009; Johns and Gladden, 2000; Patmonoaji 

and Suekane, 2017; Zhang et al., 2002). Gas/NAPL saturation diminished owing to dissolution, 

and large bubbles shrunk and broke up into smaller bubbles. In this study, the decreases in gas 

saturation and specific interfacial area were caused by the higher water flooding flow rate. 

Large clusters and ganglia broke into smaller singlets and were then mobilized under the high-

pressure gradient along the flow direction. As shown in Fig. 3.11(a), smaller particle size had 

a higher specific interfacial area, which depends on the pore size distribution in the porous 

media. A similar normalized method was applied for the specific interfacial area through 

multiplication by d50. The relationship between total gas saturation and normalized specific 

interfacial area followed a uniform trend for all particle sizes (Fig. 3.11(b)). An empirical 

model for the interfacial area in a plastic particles porous medium can be summarized as 

follows: 

𝑎௚ ∗ 𝑑ହ଴ ൌ 3.79 𝑆௚,              (3-9) 

where ag is the interfacial area.  
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(a) Specific interfacial area (b) Normalized specific interfacial area 

Figure 3.11. Specific interfacial area and normalized specific interfacial area versus the total bubble 

saturation 

 

The trapped gas bubble surface contains two components, i.e., the gas–solid and the gas–water 

interfacial areas. The latter is also termed the meniscus interface, which is believed to the main 

factor affecting mass transfer. Fig. 3.12 shows the relationship between total gas/NAPL 

surface and meniscus interfacial area normalized by the volume of the porous media. Two 

literature data sets for unconsolidated porous media were selected for comparison with our 

results, including a gas/water system in glass beads packed beds (Geistlinger et al., 2014) and 

a NAPL/water system in sand packed beds (Al-Raoush, 2014). Al-Raoush (2014) suggested 

that meniscus interfacial area is proportional with total interfacial area. As shown in Fig. 3.12, 

the experimental data in sand packed beds was fitted with a linear relation of slope = 0.622. 

The slope indicates the ratio between the meniscus interfacial area and the total interfacial area. 

The value ranges from 0.50 to 0.76 in the sand packed beds, owing to the different particle 

shape and size distribution. In a uniform glass beads packed bed, the ratio remains stable, 

about 0.83 ± 0.01. In these two studies, the experiments were performed at low flow rates, 

where capillary forces dominated the trapping process. In addition to the particle size and 

shape, flow rate affects the morphology of the trapped bubbles and further affects the ratio 

between meniscus interfacial area and total interfacial area. 
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Figure 3.12. Relationship between total gas/NAPL surface area and meniscus interfacial area. For 

comparison, two experimental results were selected from literatures (Al-Raoush, 2014; Geistlinger 

et al., 2014). 

 

Fig. 3.12 shows the ratio as a function of water flooding capillary number. At low Ca 

conditions, Ca = 1.0 × 10−7 to 2.9 × 10−5, the ratio between meniscus interfacial area and total 

interfacial area is independent with the capillary number. Most saturation results from the 

multi-pore bubbles (cluster and ganglia), in which the meniscus/total interfacial area is stable, 

as shown in Fig. 3.13. The plot also shows that the meniscus/total interfacial area ratio tends 

to increase as particle size decrease. This may due to the higher porosity in the larger particle 

size porous media. A sharp increase occurs at Ca > 2.9 × 10−5, in which snap-off is suppressed 

and single-pore bubbles contribute a higher volume fraction of residual saturation. As shown 

in Fig. 3.13, for these single-pore singlets, the meniscus/total interfacial area ratio tends to 

increase as bubble volume decreases. 
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Figure 3.13. Gas-water/gas-total interfacial area ratio versus capillary number. Error bars represent 

the standard deviation in different slices. 

 

3.7 Summary 

In this study, we performed a systematic experimental study of capillary trapping in 

unconsolidated porous media. High resolution micro-tomography images were taken to 

determine the pore-scale morphological characterizations of trapped gas bubbles, including 

residual saturation, bubble size distribution and interfacial area. Ten different water flooding 

flow rates, spanning four orders of magnitude, were applied to investigate the impact of 

capillary number on these characterizations.  

The distribution of trapped gas bubbles inside the porous media was qualitatively and 

quantitatively examined, after water flooding at vastly different capillary numbers. When Ca 

was between 1.0 × 10−7 and 1.0 × 10−5, the residual gas saturation was independent of Ca, 

wherein the capillary force dominates the capillary trapping process. However, once Ca 

exceeded the critical value, as the capillary number increases, the snap-off is suppressed and 

residual saturation decreases sharply. 

Under the lowest Ca, the singlet, ganglia, and cluster classes contributed about 14–19%, 16–

40%, and 43–70%, respectively, of the trapped gas saturation in PP 355–425 m, respectively. 

Higher flow rate generated much smaller trapped bubbles. Under the highest Ca condition, no 

clusters were observed, and the singlets contributed more than 80% of the residual gas 

saturation. For comparison with invasion percolation, the cumulative bubble size distribution 

was fitted to the universal power-law equation. The good agreement between the experimental 
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and predicted results indicates that invasion percolation describes the capillary trapping 

process in the capillary force dominated region. Percolation theory is invalid in the dynamic 

flow region, reflecting the fact that the bubble size distribution is no longer power-like. 

The single-pore and multi-pore models provided a good prediction of the relationship between 

bubble volume and surface area, in both the capillary forces dominated region and the dynamic 

flow region. The specific interfacial area exhibited a linear relation with total gas 

saturation 𝑎 ∝ 𝑆௚. The effect of particle size on the intrinsic and specific interfacial area can 

be normalized through multiplication by d50. With the increase in capillary number, the 

meniscus/total interfacial area ratio increased from 0.61 to 0.78, since the smaller singlet has 

a higher interfacial contact with the wetting phase. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The results described in this chapter have been published as: Y. Hu*, Y. She, A. Patmonoaji, C. Zhang, 
T. Suekane, Effect of capillary number on morphological characterizations of trapped gas bubbles: 
Study by using micro-tomography, Int. J. Heat Mass Transf. 163 (2020) 120508  
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Chapter 4. Dissolution of residual phase in 2D and 3D porous 

media 

In this chapter, we experimentally elucidated the pore-scale dissolution process and the 

macroscopic interphase mass transfer coefficient inside 2D and 3D porous media.  

 

4.1 Introduction 

In previous studies (Bradford et al., 2003, 1999; Miller et al., 1990), dissolution experiments 

were mainly conducted in opaque sand packings, and the dissolution rate was estimated based 

on the effluent concentration. It was considerably difficult to directly and accurately measure 

the interfacial area inside porous media because of the heterogeneous pore structures and 

limitation of experimental apparatus. Therefore, several methods have been proposed to 

indirectly measure the mass transfer coefficient. The mass transfer rate was estimated by using 

only the lumped mass transfer coefficient, which is the product of the mass transfer coefficient 

and specific interfacial area (Miller et al., 1990). The interfacial area could be evaluated with 

residual saturation by assuming uniform distribution of the trapped phase inside porous media. 

In such model, the trapped residual NAPL is assumed as spherical or cylindrical blobs (Geller 

and Hunt, 1993). More recently, the interfacial tracer method has been applied to measure the 

interfacial area of multiphase systems. For example, Jain et al. (Jain et al., 2003) studied the 

dependence of the fluid–fluid interfacial area on saturation and wettability using an anionic 

surfactant as the interfacial tracer. The interfacial area could be calculated from the mass 

reduction of the surfactant after it was passed through porous media. However, the interfacial 

area exhibits a complex interdependency with the morphology of the trapped NAPL because 

of the highly heterogeneous pore structures. The local dissolution behavior at the pore scale 

cannot be accurately described using the lumped mass transfer coefficient and assumption 

model. 

With the development of nondestructive visualization technology, confocal microscopy, 

magnetic resonance imaging (MRI), and X-ray micro-computed tomography (micro CT) are 

considered to be useful tools for investigating the pore-scale characterizations of pore 

structures and the trapped phase inside porous media (Al-Raoush, 2014; Patmonoaji et al., 
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2020, 2018; Werth et al., 2010). The grain geometry of the porous media affects the pore 

structure; thus, the magnitudes and configurations of the residual NAPL are also affected. The 

dissolution rate is affected by the heterogeneity of the pore space and the spatial distribution 

of the residual NAPL. The local pore-scale characterizations provide a reference for improving 

the accuracy of pore network modeling of the NAPL dissolution processes (Agaoglu et al., 

2016; Aminnaji et al., 2019). The dissolution processes of NAPL in column packings have 

been visualized by the magnetic resonance imaging technology (Johns and Gladden, 1999; 

Zhang et al., 2002). Unfortunately, the local mass transfer coefficient could not be observed 

in these studies because of the low image resolution. X-ray CT allows us to obtain high-

resolution images, based on which the saturation, cluster size distribution, and interfacial area 

of the residual phase can be determined. In addition, the CO2 dissolution process in porous 

media was observed, and corresponding mass transfer coefficient was calculated using X-ray 

CT (Jiang et al., 2019, 2017; Patmonoaji and Suekane, 2017). Majority of these studies have 

focused on gas–liquid systems; in contrast, the pore-level liquid–liquid mass transfer 

characteristics associate with 3D porous media have been rarely investigated. 

Extensive research has been conducted at the pore scale to evaluate the dissolution process of 

residual liquid phase in two-dimensional (2D) transparent micromodels. The pore-scale 

characteristics and transport phenomena of multiphase flow through porous media can be 

observed in real time by installing a high-resolution charge-coupled device (CCD) or a digital 

single-lens reflex (DSLR) camera (Geistlinger et al., 2005). Chang et al. (2019, 2016) 

conducted several pore-scale experiments to investigate the supercritical CO2 dissolution 

process and the mass transfer behavior associated with a transparent micromodel. They 

analyzed both overall CO2 depletion rate in the micromodel and individual bubble depletion 

rate in the pore space. Chomsurin and Werth (2003) measured the interfacial area of the 

trapped phase in homogeneous and heterogeneous micromodels during the dissolution process. 

Subsequently, the dimensionless modified Sherwood number and Sherwood number were 

used to evaluate the mass transfer rates at various flow rates. The dissolution behavior of 

different types of hydrocarbons, including trichloroethylene (Corapcioglu et al., 2009) and 

toluene (Bahar et al., 2018), were carefully studied by using an etched micromodel. The pore-

scale characteristics associated with the multiphase-fluid distribution and flow in 3D porous 

media were significantly different from those associated with the 2D micromodel (Hu et al., 
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2020a; Tsuji et al., 2016). However, the NAPL dissolution process has not been directly 

compared in 2D and 3D porous media. 

4.2 Experimental setup and image processing 

4.2.1 Materials 

Micromodel: A homogeneous micromodel (EOR.PR, Micronit, Netherlands) was considered 

to be the 2D porous media. The designed pore space was etched in a silica plate to a nominal 

depth of 20 m with hydrofluoric acid; subsequently, two symmetrically patterned glass plates 

were combined. Rock-shaped grains were reserved randomly in the silica plate, resulting in a 

global porosity of 0.57.  

Packed bed: A porous medium was created using spherical glass beads with particle sizes of 

600–710 m. The beads were poured into a glass container with an inner diameter of 10 mm. 

The height of packing is approximately 14 mm; thus, the complete packing can be fully 

observed during the CT scan. The global porosity is measured about to be approximately 0.35 

based on the dry-scan images of packed bed. High-permeability sintered glass filters were 

placed at the inlet to forming a uniform inflow during water flooding. 

Fluid pairs: Trichloroethylene (TCE), which is a common groundwater contaminant, was 

considered to the model NAPL in this study. Table 4.1 presents the physicochemical properties 

of TCE and aqueous phase (deionized water). An agent is needed to dope in TCE or water to 

obtain a distinguishable contrast between TCE and water in the images obtained using the 

DSLR camera (RGB) or X-ray detector (16-bit grayscale). In the 2D micromodel, water was 

dyed using methylene blue with a concentration of 0.5 g/L. After dyeing, the water and TCE 

appeared blue and white in the RGB images, respectively. In the 3D packed bed, TCE was 

doped using iododecane (12% by weight), thus, its gray value was considerably greater than 

that of water in the CT images. Previous investigations have shown that doping with agents at 

the above percentages minimally affects the properties (Al-Raoush, 2014). In the water-NAPL 

system, the micromodel trends to be water wet and the packed bed is neutral wet. 
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Table 4.1. Properties of trichloroethylene and water. 

Parameters TCE Water 

Density (kg/m3) 1420 998 

Dynamic viscosity (mPaꞏs) 0.545 1.001 

Solubility (kg/m3) 1.28 

Diffusion coefficient (m2/s) 9.1×10-10 

Interfacial tension (mN/m) 36 

 

4.2.2 Experimental method 

Fig. 4.1 schematically presents the experimental apparatus used in this study. The 2D 

micromodel and 3D packed bed were fed with the same fluid supply system. A syringe pump 

(KDS-200, KD Scientific Inc., USA) was connected to the inlet to control the volume and flow 

rates of the water and TCE. The outlet was connected to a waste reservoir at ambient 

temperature (293 K) and pressure (0.1 MPa). As shown in Fig. 4.1(a), the micromodel was 

placed horizontally and a DSLR camera (80D, Canon Inc.) with a macrolens (100 mm f/2.8L, 

Canon Inc., Japan) was used for visualizing the flow patterns. The whole micromodel can be 

sufficiently captured using the obtained RGB images with 6000 × 4000 pixels corresponding 

to 16 mm × 25 mm. In each experiment, the micromodel was initially saturated with water; 

subsequently, an image was captured as a reference to distinguish the pore space and grain. 

TCE was injected at 50 μL/min to achieve a high-saturation condition. The micromodel was 

then flushed with water at 25 μL/min until only the residual TCE remained in the pore spaces 

and blob mobilization ceased. This condition was recorded as the initial state, wherein a global 

NAPL saturation of 40% to 50% was maintained. Then, the flow rate was changed to the 

designed value to observe the dissolution process in micromodel. The residual TCE saturation 

was recorded with a time-lapse function using EOS Utility software (Canon Inc., Japan). The 

experiments were conducted at flow rates of Q = 2.5, 5.0, 10 and 25 μL/min (see Table 3).  

The residual TCE distribution in the packed bed was captured using a high-resolution X-ray 

microtomography scanner (ScanXmate-RB090SS, Comscantechno Co., Ltd, Japan). As 

shown in Fig. 4.1(b), the sample was placed vertically at an intermediate point between the X-

ray source and the detector. During scanning, the X-ray source and detector were rotated by 

360° horizontally within 125 s. The images obtained from the detector were 992 × 992 pixels 
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with a resolution of 16.49 m/pixel. In all experiment cases, scanning was conducted at 70 kV 

and 116 A. The CT setting has been detailed in our previous study (Hu et al., 2020a). Before 

fluid injection, the sample was evacuated for 1 h and then saturated with degassed deionized 

water. A CT scan was then conducted to determine the pore space and grains in the packed 

bed. TCE was injected upward using a syringe pump at 2.0 mL/min to achieve a high-

saturation condition. After this step, majority of the pores were invaded by TCE, and the global 

saturation exceeded 90%. Subsequently, the packed bed was flushed with 5 pore volumes of 

deionized water at 2.0 mL/min, and the TCE saturation decreased to approximately 30%. The 

residual TCE distribution inside the packed bed was recoded as the initial state. Next, the flow 

rate was changed to its designed value to observe the dissolution process in the packed bed. 

Several scanning processes were conducted to monitor the dissolution dynamic process. Water 

was continuously injected during the CT scan. The experiments were conducted at various 

flow rates of Q = 400, 650, 1 000 and 3 000 μL/min.  

 

Figure 4.1. Schematic diagrams of experimental apparatus (a) 2D micromodel, (b) 3D packed bed and 

(c) fluid supply system. 

 

4.2.3 Image processing 

The RGB images of the micromodel were recorded during the dissolution processes. These 

images were imported into the ImageJ software (NIH) to remove the surrounding outer regions. 

Red channel was then picked from the RGB image for segmentation of three phases, i.e., 
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NAPL, water and solid. The segmentation process for micromodel images with water or water-

NAPL in the pores is illustrated in Fig. 4.2. The raw grayscale images were filtered to remove 

noise and preserve the edges using a non-local means filter. The filtering improves the signal 

to noise ratio significantly while keeping the phase boundaries preserved. After filtering, water 

saturated image was then segmented into solid and pore structures using Otsu’s algorithm. The 

high-contrast image allows to accurately segment different phases. NAPL was extracted by 

subtracting the water-saturated image from the water-NAPL-solid image. After that, the gray 

value of NAPL phase was sufficiently higher than other phases. The intensity-based threshold 

segmentation method was applied to extract NAPL phase from difference image. Next, the 

three phases, i.e., solid, water, and NAPL, were combined and colored. The residual saturation 

and surface area were detected from the binary images of NAPL, water, and solid phase. The 

NAPL-water interfacial area was calculated as one half of the difference between the 

combined sum of the water and NAPL surface area and the solid surface area, 

 𝐴௡ି௪ ൌ ଵ

ଶ
ሺ𝐴௪ ൅ 𝐴௡ െ 𝐴௦ሻ, (4-1) 

where 𝐴௪, 𝐴௡, and 𝐴௦ indicate the total surface areas of water, NAPL, and solid, respectively 

(Dalla et al., 2002). Similar image processing was also used in 3D CT experiments. For further 

details, the reader can refer to the previous work (Hu et al., 2020b).  

 
Figure 4.2. The image processing waterflow of the 2D micromodel. (a-b) raw images, (c-d) gray 

images of red channel, (e-f) binary images. (g) three phases combination image and (h) colored 

image. In colored image, yellow, grey, and blue colors represent NAPL, solid and water, 

respectively. 
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4.2.4 Pore and throat characterization 

The pore–throat characteristics associated with the porous media were extracted from the 

binary images using OpenPNM (Gostick et al., 2016). As shown in Fig. 4.3, the pore network 

model is an approximate topological representation of the pore geometry. The corresponding 

date in the micromodel (10 mm × 10 mm) and the packed bed (5 mm × 5 mm × 5 mm) was 

presented in Table 1. The representative elementary volume analysis confirmed that the sub-

volume can be representative of the entire sample. The coordination number of the partial-size 

micromodel is 2.72, which is consistent with 2.74 obtained from the entire micromodel. The 

coordination number of the partial-size packed bed is 6.1, which agrees well with previous 

classic study for random packing, around 6.0 (BERNAL and MASON, 1960). The dead pores 

represent the pores that are connected to only one throat. In this study, the ratio of dead/total 

pores in the micromodel was considerably higher, i.e., approximately 7.43%, than that in the 

packed bed, i.e., 1.48%. The macroscale physical and hydraulic properties of the micromodel 

are presented in Table 4.2. 

  

(a) 2D micromodel (b) 3D packed bed 

Figure 4.3. Extracted pore networks of porous media, indicating the size and connectivity of pores 

(balls) and throats (cylinders). 
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Table 4.2. Macroscale physical properties and pore-scale characteristics of the micromodel and packed 
bed. 

Macroscale (full size) Pore-scale (partial size*)  

 Micromod

el 

Packed 

bed 

 Micromodel Packed 

bed 

Length (mm) 20 14 Number of pores 1 090 4 818 

Width or diameter (mm) 10 10 Number of throats 1 476 14 618 

Thickness (mm) 0.02 - Dead/total pores 7.43% 1.48% 

Porosity (-) 0.57 0.35 Mean pore radius (m) 86.72 62.97 

Mean grain diameter (mm) 0.34 0.66 Mean throat radius (m) 63.57 51.19 

Pore volume (mm3) 2.28 133 Pore/throat radius ratio 1.36 1.23 

Permeability (Darcy) 2.5 892 Coordination number  2.72 6.10 

* Data was obtained from part of porous media shown in Fig. 4.3. 

4.3 Local mass transfer calculation 

For the calculation of mass transfer coefficient in a porous medium, the linear diving force 

model can be expressed as follows: 

െ𝜌𝜀 డௌ

డ௧
ൌ 𝑘𝑎ሺ𝐶௦ െ 𝐶ሻ, (4-2) 

where  is the NAPL density [kg/m3],  is the porosity, S is the NAPL saturation, t is the 

dissolution time [s], k is the mass transfer coefficient [m/s], a is the effective specific 

interfacial area [1/m], Cs is the solubility limit of NAPL in water [kg/m3], and C is the NAPL 

concentration in mobilized water [kg/m3]. 

Previously, direct measurement of the interfacial area inside the 3D porous media was difficult 

because of the limitations associated with the capabilities of the experimental apparatus. In the 

present pore-scale experiment, we could accurately determine the interfacial area. Thus, 

lumped mass transfer coefficient (ka) and mass transfer coefficient (k) were evaluated in the 

2D micromodel and 3D packed bed at various flow rates. However, the NAPL concentration 

in mobilized water (C in Eq. (4-2)) could not be measured directly from the obtained images. 

The simplified one-dimensional advection/dispersion equation was used to describe the NAPL 

dissolution process, where only the advection and source terms were considered. 

െ𝜌𝜀 డௌ

డ௧
ൌ  𝑣 డ஼

డ௫
 , (4-3) 
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where v is the pore velocity of mobilized water [m/s], x is the distance [m]. The simplified 

expression has been validated in our previous study (Patmonoaji and Suekane, 2017). To 

obtain the solute concentration at a given location and time. Eq. (4-3) was discretized by 

specifying a finite length (∆𝑥) and a finite time (∆𝑡)  

𝐶௫ା∆௫ െ 𝐶௫ ൌ െ ఘ∆௫ఌ∆ௌ

௩∆௧
.  (4-4) 

Based on Eqs. (4-2) and (4-4), the lumped mass transfer coefficient (ka) and mass transfer 

coefficient (k) can be calculated as follows: 

𝑘𝑎 ൌ
ିఘఌ∆ೄ

∆೟

஼ೞି஼ೣ,ೌೡ೒
,  (4-5) 

𝑘 ൌ
ିఘఌ∆ೄ

∆೟

௔೟,ೌೡ೒൫஼ೞି஼ೣ,ೌೡ೒൯
,  (4-6) 

where 

𝐶௫,௔௩௚ ൌ ஼ೣା஼ೣశ∆ೣ

ଶ
,  (4-7) 

𝑎௧,௔௩௚ ൌ ௔೟ା௔೟ష∆೟

ଶ
.  (4-8) 

Cx,avg is the average solute concentration [kg/m3] in between x and x + Δx, and at,avg is the 

specific interfacial area [m−1] in between t and t − Δt. 

The water injection flow condition was evaluated by using two dimensionless parameters, i.e., 

the Reynolds number and the capillary number defined as 

𝑅𝑒 ൌ  ௗఱబ


 , (4-9) 

𝐶𝑎 ൌ  
ఙ

, (4-10) 

where ,, and  are the density, velocity, and viscosity of water, respectively, and 𝜎 is the 

interfacial tension between water and NAPL. The mass transfer coefficient in porous media 

was normalized by the diffusion coefficient, was expressed as Sherwood number Sh and 

modified Sherwood number Sh’: 

𝑆ℎ ൌ  ௞ௗఱబ

஽
,  (4-11) 

𝑆ℎ′ ൌ  ௞௔ௗఱబ
మ

஽
,  (4-12) 

where 𝐷 [m2/s] is the diffusion coefficient of the component and d50 is the mean grain diameter. 
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4.4 Visualization of dissolution process 

Fig. 4.4 presents the progressive dissolution of the NAPL blobs in the 2D micromodel at Re = 

0.56. The water was dyed blue, and the NAPL and grain were yellow and gray, respectively. 

The initial distribution of the NAPL blobs could be observed after water flooding at 25 μL/min 

corresponding to Ca = 6.6 × 10−5. The initial NAPL saturation was 26.48%, which gradually 

decreased to become 9.41% within 10 h of dissolution. The decreasing of NAPL saturation 

was considered to be mainly caused by dissolution because the flow rate during dissolution 

was lower than the required to remobilize the trapped blobs (Corapcioglu et al., 2009). 

Furthermore, the observation near the outlet indicated that NAPL did not accumulate before 

the low-permeability filter. The initial distribution of NAPL was uniform in pore space but 

became more nonuniform after several hours of water injection. The distribution of residual 

NAPL was related to the local pore structure of the micromodel. The NAPL blobs were 

concentrated in the pores near the two sidewalls; here, the pores exhibited poor connectivity, 

and some dead zones could be observed. In this area, the blobs were easily obscured by other 

blobs or grains, resulting in slow dissolution. The observation indicated that all the NAPL 

blobs were not exposed equally to the flowing water. Toward the center of the micromodel, 

the fluid–fluid interface receded faster on the windward side than on the leeward side.  

As suggested by Corapciouglu et al. (2009), the fluid–fluid interfacial area can be segmented 

into two categories exposed to mobile and immobile water. Even in case of an individual blob, 

the fluid–fluid interface was not exposed equally to the flowing water. The dissolution rate via 

mass transfer was generally significant higher in the center of the micromodel owing to the 

preferential water flow paths inside the micromodel (Yiotis et al., 2019). The residual NAPL 

saturation did not change considerably from the inlet to the outlet because the distribution of 

pores and throats in the micromodel was homogeneous along the water injection direction, as 

shown in Fig. 4.4. During the dissolution process, the multi-pore blobs were observed to shrink 

in the NAPL–water interface. Finally, they formed smaller single-pore blobs. Subsequently, 

the smaller blobs were completely dissolved into mobilized water. After 10 h of water injection, 

majority of the trapped NAPL blobs were removed from the center of the micromodel owing 

to dissolution via mass transfer. 
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Figure 4.4. Time-lapse images of the dissolution process in the 2D micromodel at Re = 0.56.  

 

Fig. 4.5 shows the 3D reconstructed images and 2D cross-sectional images of the packed bed 

during the dissolution process at Re = 0.44. The 3D rendering images present only the NAPL. 

The initial distribution of NAPL blobs was obtained after water flooding at 2.0 mL/min, 

corresponding to Ca = 1.3 × 10−5. The morphology of the trapped NAPL clusters in the packed 

bed was considerably more complicated when compared with that in the micromodel. NAPL 

was initially trapped with many different sizes and patterns after water flooding. At the 

beginning, most the residual saturation was contributed by the network-pattern NAPL clusters. 

When the water flowed through the porous medium, interphase mass transfer occurred at the 

interfaces between the trapped NAPL and mobile water. The meniscus and arc interfaces 

progressively receded in the pore space when NAPL dissolved into the water. Consequently, 

the well-connected clusters degraded into many smaller blobs. In the 2D cross-sectional 

images, the initial clusters were appropriately connected and spanned several adjacent pores. 

After several hours of dissolution, the area of NAPL in the cross-section reduced considerably, 

and majority of clusters occupied only isolated pores. The distribution of residual NAPL in 

XY plane was uniform because of the well-connected pore structures in the glass beads 

packing. Some redistribution may have been induced by the density difference between NAPL 

and water, especially during the early stages. As the dissolution progressed, the largest NAPL 

cluster gradually split into many isolated blobs, and the redistribution was suppressed. In this 

study, the experimental data obtained after serval hours of dissolution were selected to 

estimate the interphase mass transfer coefficient. The observation at the area near the inlet 
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indicated that NAPL did not accumulate at the bottom of the packed bed. Thus, the major 

decrease in the amount of entrapped NAPL can be attributed to dissolution. The NAPL 

saturation in the 2D and 3D porous media will be quantitatively analyzed in the next subsection.  

 

Figure 4.5. Time-lapse images of the dissolution process in the 3D packed bed at Re = 0.44.  

 

4.5 Local residual saturation and concentration 

Figs. 4.6 and 4.7 present the NAPL saturation distributions along the sample during the 

dissolution processes in the micromodel and packed bed, respectively. In the micromodel, the 

initial saturation after water flooding ranged from 0.2 to 0.4. The saturation profile exhibited 

slight fluctuations because of the local flow fields and porosity variations. The residual 

saturation gradually decreased as the dissolution progressed. There was no sudden increase in 

cross-sectional saturation along the sample, suggesting that the decrease in the amount of 

trapped NAPL was mainly attributed to dissolution. The NAPL degradation increased with 

increasing water flow rates. When Re = 0.28, the average saturation deceased from 0.25 to 

0.10 after six hours of water injection, whereas dissolution reduced the average saturation from 

0.23 to 0.10 in only three hours at the highest flow rate (Re = 1.40). The local reduction rate 

of the residual saturation varied over time, as shown in Fig. 4.6. The spatial distribution of the 

NAPL blobs changed as dissolution progressed, affecting the local flow characteristics near 

the fluid–fluid interface. Spatially, the residual saturation decreased uniformly along the 

sample. No dissolution front could be observed in the NAPL–water system, as reported by 
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Imhoff et al. (Imhoff et al., 1994). The packed bed was considerably small in our study, and 

there was insufficient space for the accumulation of the NAPL in mobile water. 

The dynamic distribution of NAPL along the sample was captured according to the sequence 

of CT images, as shown in Fig. 4.7. H indicates the position from the inlet. When Re = 1.32, 

the saturation decreased drastically at the top; however, no significant change could be 

observed near the bottom (H = 1 – 6 mm) from T = 0.5 to 1.0 h. The nonuniform reduction of 

residual saturation can be attributed to redistribution during water injection. The saturation 

exhibited a similar decreasing trend after T = 1.0 h. As the dissolution progressed, the largest 

NAPL cluster gradually split into many segregated blobs, thereby achieving suppressed 

redistribution. At this stage, the major decrease in NAPL saturation can be mainly attributed 

to dissolution. Fig. 4.7 shows only the saturation profiles obtained during the stable dissolution 

process under other flow rate conditions. The obtained data were used to estimate the mass 

transfer coefficient.  

  

(a) Re = 0.14 (b) Re = 0.28 

  

(c) Re = 0.56 (d) Re = 1.40 

Figure 4.6. Distributions of NAPL saturation (S) and concentration (C/Csat) along the flow 

direction in the 2D micromodel. 
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By assuming that the NAPL concentration in mobile water at the inlet was zero, the local 

concentration was calculated according to the Eq. (4-4). The NAPL concentration in mobile 

water was normalized based on the saturated concentration of NAPL (Csat) with solubility at 

the same condition. Figs. 4.6 and 4.7 show the local normalized concentration (C/Csat) of 

NAPL along the sample during the dissolution processes in case of the micromodel and packed 

bed, respectively. The concentration initially increased rapidly near the inlet and then 

increased gradually. The increasing NAPL concentration along the water injection direction 

can be attributed to the fluid–fluid mass transfer. The local mass transfer characteristics were 

considerably affecting by the pore geometry. The concentration increased more drastically in 

the packed bed near the inlet when compared with that in the micromodel, as shown in Figs. 

4.6 and 4.7. This indicated a higher dissolution rate in the packed bed, which exhibited a lower 

porosity and a higher coordination number. The local mass transfer characteristics were also 

strongly related to the flow rate. As shown in Fig. 4.7, the maximal normalized concentration 

was approximately 10-1 at Re = 1.32, which is an order of magnitude lower than that at Re = 

0.18. At low flow rates, there was sufficient resident time for water to contact with the trapped 

NAPL blobs; thus, a higher NAPL concentration could be observed in mobile water. The 

dissolution was driven by the difference between the solubility limit and the NAPL 

concentration in mobile water. The dissolution rate was expected to decrease as the dissolution 

driving force decreased along the water flooding direction. No significant dissolution front 

could be observed during the NAPL dissolution experiments, as shown in Figs. 4.6 and 4.7. 

The saturation distributions of NAPL along the sample were uniform during the dissolution 

processes. Imhoff et al. (Imhoff et al., 1994) reported that the dissolution would ceased when 

the downstream concentration in water reached the solubility limit; subsequently, a dissolution 

front would formed. In this study, the normalized concentration of NAPL in mobile water was 

lower than 1.0 at the outlet (Figs. 4.6 and 4.7), indicating that the mobile water was unsaturated. 

Therefore, the mass transfer process continued to occur at the outlet.  
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(a) Re = 0.18 (b) Re = 0.29 

  
(c) Re = 0.44 (d) Re = 1.32 

Figure 4.7. Distributions of NAPL saturation (S) and concentration (C/Csat) along the flow direction 

in the 3D packed bed. 

 

The transparent structure and dying agent allow to direct measurement of the interfacial area 

of the trapped NAPL in the micromodel. By assuming that the micromodel has uniform 

thickness (h), the interfacial area of NAPL (A) can be calculated from 𝐴 ൌ 𝑃 ∙ ℎ, where P is 

the perimeter of NAPL blobs obtained directly from images. The interfacial areas of the tapped 

NAPL usually include two parts: the interface between the trapped NAPL and solid and the 

interface between the trapped NAPL and bulk water (see Fig. 4.8). The latter (also known as 

the meniscus interface) is considered as the main site of mass transfer. Some researchers have 

argued that a thin water film exists between NAPL and solid and that mass transfer also occurs 

in case of the thin film. Thus, the effective interfacial area includes the NAPL–water and 

NAPL–solid interfacial areas. As shown in Fig. 4.4, only the NAPL–water interface 

progressively receded during water injection. Therefore, the mass transfer coefficient 

associated with porous media was calculated based on the meniscus interface area. A similar 
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process was also applied on the CT images stack to estimate the interfacial area of the packed 

bed.  

 

Figure 4.8. Distribution of NAPL–water and NAPL–solid interfacial areas in an isolated blob. 

 

Fig. 4.9 presents the specific interfacial area and specific meniscus interfacial area as a 

function of NAPL saturation in porous media during dissolution processes. The function was 

usually described as 

𝑎 ൌ   𝑚ଵ ∙ 𝑆 ൅ 𝑚ଶ,  (4-13) 

 where a is the specific interfacial area, S is the residual saturation, and m1 and m2 are the 

arbitrary numbers (Jiang et al., 2019). The specific interfacial area was proportional to the 

saturation in the micromodel. The volume and interfacial area decreased as the NAPL 

dissolved in the water.  The specific interfacial area (at) and specific meniscus interfacial area 

(am) were linearly correlated with the NAPL saturation (S) as follows: 𝑎௧ ൌ 9.58 𝑆 and 𝑎௠ ൌ

3.27 𝑆. The ratio of the two slopes (~ 0.34 under all conditions) represents the ratio of the 

meniscus to the total interfacial areas. Similar linear relations have been reported in case of 

CO2 (Patmonoaji and Suekane, 2017) and octanol (Johns and Gladden, 2000) dissolution. 

Zhang et al. (Zhang et al., 2002) investigated the trifluorobenzene (TFB) dissolution in silica 

gel packings using MRI. A power law relationship was applied to fit the TFB saturation and 

specific interfacial area. The exponents of the fitting relation were 0.97 and 0.99 for two 

porous media, indicating that the power law relation is very similar to the linear relation (i.e., 

exponent is equal to 1). When compared with the micromodel, the specific interfacial areas in 

the packed bed exhibited different trends, which reflected the different morphology of NAPL. 

This was mainly attribute to the heterogeneity of pore structures and the wettability of the 



73 

 

grain surface. As shown in Fig. 4.9(b), the specific total interfacial area decreased linearly 

with the residual saturation in the packed bed, whereas the specific meniscus interfacial area 

remained constant. As the dissolution progressed, the surface area of NAPL gradually 

decreased. Further, the largest cluster decomposed into many isolated small blobs. Small blobs 

have a higher ratio of the meniscus interfacial area. Thus, the ratio of the meniscus to total 

interfacial areas increased from 0.22 at S = 39.12% to 0.36 at S = 8.25%.  

  

(a) 2D micromodel (b) 3D packed bed 

Figure 4.9. Specific NAPL interfacial areas versus saturation at Re = 1.40 in the 2D micromodel 

and at Re = 1.32 in the 3D packed bed. 

 

4.6 Local mass transfer coefficients 

According to the Eqs. (4-5) and (4-6), the local lumped mass transfer coefficient ka and mass 

transfer coefficient k corrected with the concentration and interfacial area were estimated, as 

shown in Figs. 4.10 and 4.11. The value of ka was approximately three orders of magnitude 

greater than the value of k. The lumped mass transfer coefficient is the product of the mass 

transfer coefficient and the specific interfacial area. In the micromodel, the specific interfacial 

area ranged from 0.3 × 10-3 m-1 to 1.2 × 10-3 m-1 during the dissolution process expect for last 

record time T = 3.5 hour. Although the NAPL concentration in mobile water increased along 

the sample and the corresponding driving force decreased, the mass transfer coefficient was 

independent of the position. In the micromodel, the mass transfer coefficient was uniformly 

distributed; however, some deviations could be observed in the packed bed at early stage. As 

shown in Fig. 4.10(d), the values of local mass transfer coefficient from H = 1 to 6 mm were 

missed at T = 0.75 h primarily because of the redistribution of NAPL owing to gravity. In the 

later stage of the dissolution process, the local mass transfer coefficient distribution became 
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increasingly uniform along the sample, confirming that the NAPL saturation was reduced by 

dissolution and that the redistribution was suppressed. The mass transfer process is also 

considerably dependent on the local flow velocity, and a higher flow rate means a higher mass 

transfer coefficient. In the micromodel, the local lumped mass transfer coefficient and mass 

transfer coefficient increased from approximately 10–3 s–1 and 10–6 m–1 s, respectively, at Re 

= 0.14 to 10–2 s–1 and 10–5 m–1 s, respectively, at Re = 1.40. The overall mass transfer 

coefficient was calculated by averaging the local values along the sample. 

  

(a) Re = 0.14 (b) Re = 0.28 

  

(c) Re = 0.56 (d) Re = 1.40 

Figure 4.10. Local lumped mass transfer coefficient and mass transfer coefficient versus position 

in the 2D micromodel.  
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(a) Re = 0.18 (b) Re = 0.29 

  

(c) Re = 0.44 (d) Re = 1.32 

Figure 4.11. Local lumped mass transfer coefficient and mass transfer coefficient versus position 

in the 3D packed bed. 

 

The mass transfer coefficient was usually normalized by molecular diffusion, expressed in 

terms of the Sherwood number Sh (Eq. (4-11)). The Reynolds number is an important 

dimensionless parameter used to describe the fluid-flow conditions in porous media. Generally, 

the empirical correlation of velocity-dependent mass transfer can be approached with a power 

function as Sh ~ Ren, where n is an arbitrary constant. We generated two empirical models 

describing the relation between the Sherwood number and Reynolds number to compare the 

interphase mass transfer processes in the 2D micromodel and 3D packed bed. 

2D micromodel: 𝑆ℎ ൌ 1.98𝑅𝑒଴.଻ଽ, (4-14) 

3D packed bed: 𝑆ℎ ൌ 11.06𝑅𝑒଴.ହ଺. (4-15) 

The experimental data and empirical model were compared in Fig. 4.12. The exponent value 

of the packed bed is in reasonable agreement with that of the CO2 dissolution experiment (n = 

0.645) reported by Patmonoaji and Suekane (2017). The Sherwood number was considerably 

greater in the packed bed than that in the micromodel. The difference between the mass 
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transfer coefficient of the micromodel and packed bed can be primarily attributed to the 

properties of inherent pore structures, including coordination number and connectivity. Table 

4.2 indicated that the coordination number is higher in the 3D random packings than that in 

the 2D micromodel. A higher coordination number means that the mobile water can effectively 

bring effusion to the downstream, enhancing the local interphase mass transfer. As shown in 

Fig. 4.4, there are many dead zones near side walls in the micromodel, limiting the rate of 

NAPL dissolution into water in this area. In the spherical particle packed bed, the well-

connected pores allow the mobile water and trapped NAPL to fully exchange mass at their 

interface. The results indicated that a well-connected pore structures will facilities the 

dissolution and mass transfer behaviors inside porous media.   

 

Figure 4.12. Comparison of Sherwood number and Reynolds number in the 2D micromodel and 3D 

packed bed. 

 

4.7 Summary  

The primary objective of this study was to elucidate the pore-scale dissolution process and the 

macroscopic interphase mass transfer coefficient in porous media. The dissolution process of 

NAPL trapped inside porous media has been conducted in a 2D micromodel and a 3D packed 

bed. Nondestructive visualization technologies (DSLP camera and micro CT) were applied to 

determine the pore-scale characteristics of the residual phase during the dissolution process. 

According to the linear driving force model, the local NAPL concentration profile in mobile 

water can be predicted from saturation. The lumped mass transfer coefficient ka and mass 

transfer coefficient k corrected with concentration and interfacial area were estimated. The 

overall mass transfer was expressed as a dimensionless parameter, i.e., the Sherwood number 
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Sh, and the two porous media were compared to study the impact of pore-scale-correlated 

heterogeneity on dissolution process. 

The dynamic dissolution process showed that in case of the micromodel, NAPL disappeared 

much faster in the central area than at the side wall during water injection. Further, all blobs 

were not equally exposed to flowing water, and the dissolution rate was considerably low in 

the dead-end area. The disappearance of residual NAPL in the packed bed was more uniform 

than that in the micromodel because the proportion of dead pores was low in this structure. 

The saturation of NAPL decreased uniformly from the inlet to outlet, and the dissolution front 

expected in a gas–water system was absent. As NAPL dissolved in mobile water, its aqueous 

concentration increased along the sample and the corresponding difference in concentration 

increased. The local mass transfer coefficient remained stable along the sample, indicating that 

the mass transfer coefficient was independent of the difference in concentration. 

The mass transfer coefficient profiles showed that the value of ka is approximately three orders 

of magnitude greater than the value of k because the magnitude of the specific interfacial area 

was about 10–3 m–1. In addition, the mass transfer process was considerably dependent on the 

Reynolds number, and a higher flow rate indicates a higher mass transfer coefficient. Further, 

two empirical models describing the relation between the Sherwood number and Reynolds 

number were generated, i.e., 𝑆ℎ ൌ 1.98𝑅𝑒଴.଻ଽ for the 2D micromodel and 𝑆ℎ ൌ 8.33𝑅𝑒଴.ହ଺ 

for the 3D packed bed. The overall mass transfer coefficient was higher in the packed bed 

compared with that in the micromodel under the Darcy flow conditions. The difference 

between mass transfer coefficients of micromodel and packed bed can be primarily attributed 

to the inherent pore structures. 

 

 

 

 

 

The results described in this chapter have been published as: Y. Hu, A. Patmonoaji*, H. Xu, K. Kaito, 
S. Matsushita, T. Suekane, Pore-scale investigation on residual nonaqueous phase liquid dissolution 
and mass transfer in 2D and 3D porous media, Int. J. Heat Mass Transf. 169 (2021) 120901. 
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Chapter 5. Dissolution of residual phase in water-wet and 

neutral-wet porous media 

In this chapter, capillary trapping and dissolution processes were imaged via X-ray computed 

microtomography in natural porous media which exhibit different degrees of uniform 

wettability.   

5.1 Introduction 

In Chapters 3 and 4, we have studied the capillary trapping and dissolution processes in 

uniform wettability porous media. Although the surface of natural sand is usually water wet, 

various reasons may change the wettability of soil, such as the organic contaminant, surface 

roughness, mineral composition, and sorption of active matters to the solid surface (Al-Raoush, 

2009). Practically, solid surface varies from water-wet to NAPL-wet in natural systems. 

Wettability plays an important role in controlling the configuration of immiscible fluids in 

porous media, thus affecting the flow and transport of NAPL in the subsurface. Extensive 

experimental and simulation studies investigated the influence of wettability on multiphase 

flow in pore space, including displacement mechanisms (Hu et al., 2017; Zhao et al., 2016), 

residual trapping (Al-Raoush, 2009; Iglauer et al., 2012), interfacial area (Bradford et al., 2000; 

Jain et al., 2003), relative permeability and capillary pressure (Nemer et al., 2020; Zhao et al., 

2018), fluids topology (Herring et al., 2016; Liu et al., 2018), pore and throat occupation 

(Geistlinger and Zulfiqar, 2020), and NAPL dissolution (Seyedabbasi et al., 2008; Zhao and 

Ioannidis, 2007).  

Different spatial configuration of residual NAPL caused by wettability may further affect the 

dissolution behavior in porous media. Bradford et al. (1999) experimentally studied the 

dissolution of residual tetrachloroethylene (PCE) in porous media comprising fractional 

wettability sands and found that wettability has a significant impact on dissolution behavior. 

According to the effluent concentration curves, the results indicate that PCE dissolves much 

faster in the fractional wettability systems than those in the water-wet medium. In the 

fractional wettability medium, the presence of PCE films coating the NAPL-wet sands was 

believed to increase the dissolution rate. However, due to the limitation of the device in that 

study, the amount of the PCE films was not possible to be measured. The ganglia distribution 
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and film present a nonlinear relationship between the mass fraction of water-wet and NAPL-

wet particles. Bradford et al. (2000) further developed a mathematical modeling of residual 

NAPL dissolution for the system comprising fractional wettability sand. By separately 

estimating the film-water and blob-water mass transfer coefficient and interfacial area, a 

predictive model was developed to calculate the lumped mass transfer coefficient in the 

fractional wettability system (Bradford and Abriola, 2001). To the best of our knowledge, 

there are no research has been conducted to investigate the effect of wettability on NAPL 

dissolution from pore level. 

To mimic the complicate subsurface condition, water-wet and neutral-wet silica sand were 

prepared for investigating the influence of wettability on these behaviors. X-ray computed 

microtomography was used to image the dissolution process in opaque porous media. The 

mass transfer coefficient was calculated from time-resolved images, as described in Chapter 

4. Thus, this study provides a better understanding of the pore-scale dissolution behavior of 

residual NAPL, which may also contribute the development of predictive models for liquid-

liquid mass transfer in porous media. 

5.2 Materials and methods 

5.2.1 Silica sand  

In this study, experiments were carried out with silica sands representing natural porous media. 

Natural silica sand has an angular shape and roughness surface compared with spherical glass 

beads (See Fig. 5.1). Mixed particles were sieved to a relative uniform size distribution 500–

600 µm using a vibrating sieve machine. The average equivalent particle diameter (d50) was 

550 µm. Then, particles were packed in an X-ray transparent glass tube with an inner diameter 

of 10.5 to a height of approximately 30 ± 1 mm. To generate a more homogenous 

unconsolidated porous medium, the glass tube was shaken frequently during packing. Close 

random packing was achieved for all experiment cases, resulting a global porosity of 0.43 ± 

0.1. The absolute permeability was measured through a water flooding experiment, which is 

about 1.4 × 10−10 m2. Two sintered glass frits were placed on both ends of the column to 

support the unconsolidated porous medium and form a uniform incoming flow.  The 

experimental setup, flow apparatus, and fluids properties have been described in Chapter 4. 
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Figure 5.1. Scanning electron microscopy image of the silica sand with scaler (a) 200µm and (b) 

50µm. 

 

5.2.2 Wettability alternation 

Before the experiment, a series of procedures were carried out to clean the silica sands. First, 

particles were washed with an ultrasonic water bath (ASU-6M, As One, Japan.) for 30 min to 

remove surface dust, and then dried in a heat flat. To remove potential organic contaminants, 

the dried particles were rinsed with toluene, ethanol, and water in sequence (Herring et al., 

2016). After washing, sand was evenly placed on a flat to heat 3 h (110℃), then sieved again 

to eliminate the effect of cracking on the size distribution during the heating process. After 

that, these particles were regarded as original natural sand in this study and rendered water-

wet characteristic in NAPL-water system. 

To alter the wettability of silica sands, a coating solution was prepared by diluting octadecyl-

trichloro-silane (OTS) with toluene. The coating method has been proven to be a robust and 

versatile method for the silica surface modification(Geistlinger and Zulfiqar, 2020; Herring et 

al., 2016). The treatment process can be summarized as follows: a solution is prepared by 

diluting OTS in toluene. Then add the diluted solution to clean dry sand until it is fully 

saturated. After stirring the particles and the solution for 30 minutes, rinse the wet particles 

with toluene, ethanol, and water successively, and the place it evenly on a flat plate in a fume 

hood and heat it for 3 hours (110°C). The NAPL-water contact angle of the glass slide was 

measured and assumed to represent the ideal condition of the sand surface. As shown in Fig. 

5.2, the average contact angles of untreated and low OTS concentration treated and high OTS 

concentration treated slides were 137.5°, 75.3° and 15.6° respectively. The sand after OTS 

coating is treated as neutral-wet and NAPL-wet in the NAPL-water system.  
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Figure 5.2. Contact angle with treated and untreated glass plate. The contact angle can be changed 

by using different OTS cibcebtration. 

 

5.3 Morphology of residual phase  

After being packed, the column was fully saturated with water using a vacuum chamber. The 

equivalent 6 pore volume of TCE was then pumped upward into the column at flow rate of 2.0 

ml/min using syringe pump. Degassed deionized (DDI) water was then flushed downward at 

1.0 ml/min to displace TCE. The capillary number for this water flooding was calculated to be 

5.0 × 10-6, which falls within the capillary force domain region as described in Chapter 3. Once 

the initial saturation was established, a CT scan was conducted to image the configuration of 

fluids inside porous media.  

To investigate the impact of wettability on NAPL capillary trapping during water flooding, 

three typical contact angles were selected for visualizing of residual phase in pore space. The 

configuration of residual NAPL blobs is presented in Fig. 5.3 for the three porous media. 

Different colors represent the individual NAPL blobs. In water-wet and neutral-wet systems, 

residual NAPL blobs were mainly isolated and evenly distributed throughout the imaged 

region, longitudinally and radially, with no preferential accumulation at certain locations. 

NAPL blobs vary greatly in both size and shape, ranging from small singlet to large cluster. 

The residual NAPL rendering a distinguish morphology in NAPL-wet medium compared with 

other two media. In NAPL-wet system, residual NAPL was a well-connected structure 

throughout the entire porous medium and contributed to most of the saturation. In addition, 

there are a few small, isolated blobs near the column wall. Considering the difficult on 

accurately obtaining the interfacial area of film in NAPL-wet porous medium, only water-wet 

and neutral-wet systems were selected for further analysis and dissolution experiments.  
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(a) water-wet (b) neutral-wet (c) NAPL-wet 

Figure 5.3. Configuration of residual phase in pore space with different wettability 

 

Fig. 5.4 shows the spatial distribution of residual NAPL blobs in water-wet and neutral-wet 

porous media. Different colors represent the individual NAPL blobs. In order to better show 

the distribution of residual phases in the pore space, solid particles (grey) were also shown. In 

the water-wet system, residual NAPL prefers to reside at the center of large pore bodies as 

disconnected volumes. These blobs range greatly in both in size and shape from simple singlets 

which occupy single pore bodies to complex ganglia that extend in length  to occupy multiple 

pore-bodies. However, both the entrapped blobs can be found in small and large pores in the 

neutral-wet system. The shape of entrapped blobs was more complicated which strongly 

related the local pore geometry. The difference in pore occupation results in a more uniform 

distribution of NAPL blobs in neutral-wet medium.  

  

(a) (b) 

Figure 5.4. Schematics of residual NAPL blobs in (a) water-wet and (b) neutral-wet porous media.  
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After water flooding, the residual saturations in pore sapce are similar for water-wet (Sn = 

9.4%) and neutral-wet porous media (Sn = 9.5%). The total blobs number in the neutral-wet 

medium (number = 1402) is greater than that in the water-wet medium (number = 705) at a 

similar residual saturation. Fig. 5.5 show that the NAPL blobs size distribution and cumulative 

volume fraction for the two porous media. Although the residual saturation was similar, a 

significant difference in size distribution between water-wet and neutral-wet systems were 

observed. For the small blobs (< 300 µm3), the number in the neutral-wet system is 

considerable larger than that in the water-wet system. Although the number of large blobs (> 

900 µm3) is small in both systems, their contribution to the total volume is  relatively large. 

Fig. 5.5(b) shows that the volume of large blobs (> 900 µm3) accounts for 30.24% in the water-

wet system and 9.45% in the neutral-wet system. It indicates that the average size of NAPL 

blobs in the water-wet system is larger than in the neutral-wet system. The uniform spatial 

distribution is conducive to NAPL blobs mass transfer with freshwater more effectively.  

 

(a) (b) 

Figure 5.5. NAPL blobs (a) size distribution and (b) cumulative volume fraction in water-wet 

and neutral-wet porous media.  

 

5.4 Visualization of residual NAPL dissolution process  

To further investigate how those different characteristics of residual NAPL blobs affect the 

dissolution and mass transfer processes, DDI water was continue injected upward using a 

piston pump. In this study, five flow rates were set at q = 0.3, 0.5, 1.0, 2.0, and 4.0 ml/min 

with corresponding Reynolds number Re = 0.033, 0.057, 0.109, 0.219, and 0.438, respectively. 

The column was then periodically scanned to monitor the progressive dissolution process.  
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Fig. 5.6 shows the time-resolved images of residual NAPL in water-wet and neutral-wet 

porous media at q = 0.5 ml/min. T is the dissolution time during the freshwater flushing. As 

the flushing proceeds, the residual saturation and size of the entrapped NAPL blobs decrease 

gradually. Obviously, the dissolution of NAPL in neutral-wet medium is faster than that in 

water-wet medium. Although, the residual saturation decreased with dissolution time, the 

number remained almost stable. Unlike the gas dissolution in porous media, the remaining 

small NAPL blobs cannot be completely dissolved. This may be due to the insoluble dopants 

(iododecane) or tailing effects in liuqid-liquid  (Johnson et al., 2003).  

      

T = 0 min T = 180 min T = 300 min T = 540 min T = 780 min 

     

T = 0 min T = 120 min T = 240 min T = 480 min T = 600 min 

Figure 5.6. Progressive distribution of residual NAPL blobs during dissolution in (a) water-wet and (b) 

neutral-wet porous media at q = 0.5 ml/min 

 

For a traget blob, the dynamic dissolution during water flushing was nonlinear and affected 

by its morphology and local pore structure. When a narrower part of multi-pore ganglia  (i.e., 

throat) dissolves faster than the other interfaces, the larger structure may break down into 

smaller blobs, as shown in Fig. 5.7. Similar snap-off behavior has also been observed in 

previous CO2 and NAPL dissolution experiments (Patmonoaji and Suekane, 2017; Schnaar 
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and Brusseau, 2006). A specific behaviro was first obsered that a well-connected ring breaks 

up while no new blob is generated. It is more common that the interface recedes from the 

NAPL-bulk water interface and gradually decreased in size without breaking. 

 

 

Figure 5.7. The dynamic dissolution process of a traget NAPL blob at q = 0.3 ml/min in water-wet 

porous medium, including interface receding, break up and snap-off. 

 

The saturations of residual NAPL as a function of dissolution time in water-wet and neutral-

wet porous media are presented in Fig. 8 for five water flow rates. At the capillary force 

dominant region, the initial residual saturation for all experiments range between 8.9% and 

11.0%. These values are similar to the residual saturation reported in other unconsolidated 

porous media (Al-Raoush, 2014; Hu et al., 2020). Once the freshwater was introduced into the 

column, the active mass transfer occurred between residual phases and flowing water, as 

evidenced by a decrease in NAPL saturation. A significantly slower rate of dissolution for low 

water flow rates. The maximal capillary number at the largest flow rate of q = 4 ml/min is 

about 2.1 × 10−5 which is smaller than the critical value of remobilization, 10−3 (Morrow et al., 

1988). Therefore, the major decrease in residual saturation is believed to be due to dissolution.  

 

As shown in Fig, 5.8, the residual saturation dropped rapidly at the beginning of the dissolution 

process and then a leveling off of the rate of change in saturation was observed. The main 
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reason can be explained by the evolution of the interfacial area between residual NAPL and 

flowing water. The specific interfacial area decreased rapidly as the NAPL saturation 

decreased during the progressive dissolution. At the beginning of the dissolution process, large 

NAPL blobs exposed to flowing water shrink much faster. Slower dissolution occurred at later 

stage when the residual saturation is lower. In addition, the interfacial area available for mass 

transfer is that not all NAPL blobs are equally exposed to flowing water. At the later stage, 

the remaining blobs are mainly those in small pores or crevices that may be shielded by other 

blobs or particles. The less chance exposes to flowing water means a slower dissolution rate. 

The pore scale configuration of NAPL blobs may help to explain tailing effects, a leveling off 

of the rate of change in residual saturation at small saturation.  

 

Figs. 5.8 show that the reduction rate of residual saturation is higher in neutral-wet system 

than in water-wet porous system. As described in Chapter 5.3, the morphology of residual 

phase was strongly related to the wettability of solid surface. Tailing effect was obvious in the 

neutral-wet system, especially at the low flow rate conditions. A large number of NAPL blobs 

were entrapped in the small pores or crevices and were less change to be exposed to flowing 

water. Bradford et al. (1999) suggested that the concentration-tailing region is particularly 

marked in porous media containing fractional NAPL-wet particles.  

The specific interfacial area has been recognized as a major parameter in both the entrapment 

and remediation of NAPLs in porous media. Visualization technology provides the possibility 

to directly measure the surface area of entrapped phase in opaque porous media. For an 

individual blob, the interfacial area consists of the capillary-associated interfacial area between 

NAPL and bulk water, and film-associated interfacial area between NAPL and wetting fluid 

film. There is still extensive debate about which area is more reasonable for calculating the 

mass transfer coefficient. Therefore, total or capillary interfacial area was regarded as the 

major parameter to calculate the mass transfer coefficient. The specific interfacial areas (total 

or capillary) are obtained by normalizing interfacial area with the volume of the representative 

elementary volume. During the dissolution progress, the reduction of NAPL saturation was 

accompanied by a reduction in the specific interfacial area decreases. The decrease rates are 

faster in neutral-wet system than in the water-wet system. As shown in Figs. 5.9, the curve 

shapes of residual saturation and specific interfacial area as a function of dissolution are 
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similar. The decrease in a specific total interfacial area correlates well with the decrease in 

residual saturation. 

 

(a) (b) 

Figure 5.8. Residual NAPL saturation versus time in (a) water-wet and (b) neutral-wet porous media 

at all flow rate conditions. 

 

  

(a) (b) 
Figure 5.9. Specific total interfacial area versus time in (a) water-wet and (b) neutral-wet porous 

media at all flow rate conditions. 

 

The specific total and capillary interfacial areas as a function of NAPL saturation for all 

experiments are presented in Fig. 5.10. These two kinds of specific interfacial area present 

linearly relationship with residual saturation in water-wet and neutral-wet porous media. Two 

prediction models have been proposed to fit the experimental data of at and Sn: at = c0ꞏSn in 

water-wet systems and at = c1ꞏSn + c2 in neutral-wet system, where c0, c1 and c2 are arbitrary 

constants. The specific total interfacial area is proportional to NAPL saturation, which is 

consistent with previous observation reported in water-wet porous media. (Chomsurin and 

Werth, 2003; Schnaar and Brusseau, 2006). The different forms of the fitting formula may be 
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due to the different morphology and size distribution in water-wet and neutral-wet porous 

media.  

 

(a) (b) 

Figure 5.10. Specific capillary interfacial area (hollow dots) and total interfacial area (solid dots) 

versus residual saturation in (a) water-wet and (b) neutral-wet porous media at all flow rate 

conditions. 

 

The value of the specific total interfacial area in neutral-wet porous media are higher than in 

water-wet porous media, whereas the specific capillary interfacial areas are close at the same 

residual saturation. The ratios of capillary to total interfacial area decreased from 0.59 to 0.42 

and 0.39 to 0.26 in water-wet and neutral-wet porous media, respectively. The lower ratio in 

neural-wet porous media results arises from the higher occupation frequency of residual blobs 

in small pores. In water-wet unconsolidated porous media, the value of ratio ranged from 0.50 

in quartz sand (Al-Raoush, 2014) to 0.67 in plastic particles (Hu et al., 2020). The value is 

affected by many factors in unconsolidated porous media, such as sand size, shape, roundness, 

wettability, and the established flow condition. In the water-wet porous media, with the multi-

pore blobs break into a smaller singlet, the ratio presents an increased tendency, which is 

contrary to previous study (Schnaar and Brusseau, 2006). In this study, the remaining small 

NAPL blobs resided in small crevices and have less chance of contacting flowing water.  

5.5 Mass transfer coefficients 

According to the Eq. (4-2), the solute concentration at the outlet is necessary for calculating 

the mass transfer coefficient. An indirect method has been developed to determine the 

concentration based on the difference of images. The NAPL mass in the target region remains 
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balanced, which means that the amount released from the blobs into the water is equal to the 

amount of freshwater water carried out. Because the concentration of NAPL near the inlet is 

close to zero, the effluent concentration was then calculated using Eq. (4-3).  

𝐶௫ୀ௅ ൌ െ ఘఌ

௩

୼ௌ

୼௧
𝐿             (5-1) 

where v is the velocity of water, and L is the length of the observation region. The indirect 

method has been validated by comparing the effluent concentration obtained from direct 

method using gas chromatography (Schnaar and Brusseau, 2006). 

 Fig. 5.11 shows the normalized concentration profiles C/Cs calculated by the slice in the 

water-wet porous media at q = 4.0 ml/min. The values of C/Cs near the oultlet are 0.07 at T = 

30 min, then decreased to 0.04 at T = 150 min and 0.02 at T = 240 min in a water-wet porous 

medium. The decrease in concentration is mainly due to the reduction of dissolution rate. The 

obtained value of Cx=L/Cs was used to calculate the mass transfer coefficient. 

 
Figure 5.11. Normalized concentrations calculated in water-wet porous medium at q = 4.0 ml/min. 

Concentrations at three moments were selected corresponding three different residual saturation. 

 

By combining Eqs. (4-2) and (4-3), the steady state 1D mass balance equation can also 

expressed as follow: 

𝑣 ௗ஼

ௗ௫
ൌ െ𝑘𝑎ሺ𝐶 െ 𝐶௦ሻ.               (5-2) 

When fresh water was flushed into an initially contaminated column at equilibrium, the solute 

concentration at the inlet was regarded as zero. Thus, by solving differential equations Eq. (5-

2), the mass transfer coefficient k can be expressed as follows: 

𝑘 ൌ െ ቀ ௩

௅௔
ቁ lnሺ1 െ ஼ೣసಽ

஼ೞ
ሻ.           (5-3) 
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According to Eqs. (4-5) and (4-6), the overall lumped mass transfer coefficient ka and mass 

transfer coefficient k were then calculated in water-wet and neutral-wet porous media. The 

lumped mass transfer coefficient and mass transfer coefficient were usually normalized with 

characteristic length and molecular diffusion, expressed in terms of the modified Sherwood 

number Sh’ and Sherwood number Sh, respectively. Figs. 5.12 and 5.13 show the values of 

Sh’ and Sht versus residual saturation in water-wet and neutral-wet porous media. In Figs. 

5.12(a) and 13(a), values of Sh’ generally decrease with decreasing Sn, which show a well 

agreement with the previous studies (Chomsurin and Werth, 2003; Imhoff et al., 1994; Miller 

et al., 1990; Powers et al., 1992). Values of Sht are relatively constant for each experiment 

during most dissolution time, except when Sn < 3.0% in neutral-wet porous media. As 

discussed in Chapter 5.4, the tailing effect was significant in neutral-wet system especially at 

low Sn. In addition, the small blobs also bring a relatively large deviation on the surface area 

measurement. The value of surface area for small blobs might be overestimated especially in 

neutral-wet porous media, which means an underestimate the value of Sht. As shown in Fig. 

12(b), many experimental data present extremely low values, when Sn close to 3%. Thus, we 

discarded these data with Sn less than 3.0% in the subsequent discussion. The values of Sh’ 

and Sht are significantly affected by the flow conditions, and a higher flow rate indicates a 

higher mass transfer rate.  

  
Figure 5.12. Modified Sherwood number and Sherwood number in water-wet porous media at all 

flow conditions. 
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Figure 5.13. Modified Sherwood number and Sherwood number versus Reynolds number in 

neutral-wet porous media. 

 

5.6 Comparison with literatures 

There is still extensive debate about which area is more reasonable for calculating the mass 

transfer coefficient. The capillary interfacial area refers to the part exposed to bulk water, 

while many findings revealed the existence of water film between NAPL and solid. The thin 

water film also facilities the pore-scale events in porous media, such as capillary trapping and 

dissolution. The thin water film coating the solid particles has been directly observed using 

fluorescence microscopy (Grate et al., 2010). Kazemifar et al. (2016) quantified the flow 

dynamic of supercritical CO2-water displacement in a 2D micromodel using micro-PIV and 

fluorescence microscopy. The raw micro-PIV video showed the motion of the tracer particles 

within the water films coating the solid pillars. In this study, limited by the image resolution, 

it is insufficient to detect the water film. We conducted a scanning electron microscopy image 

of silica sand, as shown in Fig. 5.1. From the figure, it can be found that silica sand has a rough 

surface, and the roughness is much smaller than the X-ray image resolution. We believed that 

a thin water film exits between the NAPL blobs and sand particles. The mass transfer between 

NAPL and water occurs in both capillary interfacial area and thin film, while the mass transfer 

extensive should be different.  

In order to directly compare with literatures, two kinds of mass transfer coefficients, kt and kc 

were derived from the total and capillary interfacial area, corresponding to two Sherwood 

numbers, Sht and Shc. Chomsurin and Werth, 2003 used the Peclet number (Pe = ReꞏSc) to 

represent the flow condition. When only one kind of NAPL was studied, Reynolds number 
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was often selected to represent the flow condition. Fig. 5.14 plotted the average values of Sht 

and Shc during the dissolution processes at a fixed flow rate. When considering the total 

interfacial area as the main region for liquid-liquid mass transfer, the wettability has a slight 

effect on the mass transfer coefficient. The flow rate and magnitude of the total infacial area 

are the two main parameters in controlling the dissolution rate of residual NAPL in flowing 

water. At the same flow condition, the value of Sht in neutral-wet system is about an average 

of 1.1 times that in water-wet system.  

When treating the capillary interfacial area as the main region for NAPL-water mass transfer, 

the wettability shows a significant effect on the mass transfer coefficient. The average value 

of Shc in the neutral-wet system is about 1.8 times that in the water-wet system. The difference 

in Sherwood number is due to the spatial distribution and configuration of residual NAPL 

blobs in porous media. In the neutral-wet porous media, the number of blobs is larger; the 

distribution is more uniformly residing in small and large pores. Thus, the NAPL blobs have 

a higher chance to expose fresh water in neutral-wet porous media.  

The relationship between Sh (i.e. Sht and Shc) and Re follows a power-function Sh ~ Ren, where 

n is an arbitrary constant. To estimate the influence of flow conditions on the mass transfer 

coefficient, all experimental data shown in Fig. 13 were fitted as follow: 

In water-wet porous media, 

𝑆ℎ௧ ൌ 6.94𝑅𝑒଴.଺ଽ                         (5-4) 

𝑆ℎ௖ ൌ 14.85𝑅𝑒଴.଻ସ                         (5-5) 

In neutral-wet porous media, 

𝑆ℎ௧ ൌ 7.90𝑅𝑒଴.଺଺                         (5-6) 

𝑆ℎ௖ ൌ 26.85𝑅𝑒଴.଻ଶ                         (5-7) 
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Figure 5.14.  Sherwood number versus Reynolds number in water-wet and neutral-wet porous 

media. A comparison of Sherwood number in water-wet silica gel (Zhang et al., 2002) and sand 

(Powers et al., 1994), and in neutral-wet glass beads packing (Hu et al., 2021). 

 

In Fig. 5.15, experimental data, the empirical models and previous literature’s result are 

compared at range of Re. In The corresponding residual saturation range is between 3.0% and 

10.6%. The value of n various only in a small range for all experimental conditions, from 0.66 

to 0.74. The obtained value of n is also fell in the range obtained in the previous 3D dissolution 

experiments, 0.56 in Hu et al. (2021); 0.61 in Powers et al. (1992); 0.65 in Patmonoaji and 

Suekane (2017); 0.71 in Imhoff et al. (1994) and 0.75 in Miller et al. (1990). Various 

dissolution experiments have measured the Sherwood number calculating using the capillary 

or total interfacial area. Zhang et al. (2002) obtained that the values of Sht mostly fall in the 

range of 0.1 to 0.7 at Re = 0.01 in a water-wet  425-500 µm silica gel packing. The average 

values approximately 0.34 agree well with the prediction value 0.47 using Eq. (5-4). Hu et al. 

(2021) obtained the value of Shc ranges from 4.0 to 11.5 at Re = 0.063 to 0.462 in neutral-wet 

glass beads packing. The corresponding predicted values are 3.7 to 15.4 using Eq. (5-7), which 

shows a reasonable agreement with the experimental data. Notedly, in that study, they used 

Re/ to represent the flow condition. For direct comparison, we unified the definition of 

Reynolds number. Powers et al. (1994) conducted the dissolution of naphthalene to water, and 

summarized an empirical correlation as 𝑆ℎ௧ ൌ 77.6𝑅𝑒଴.଺ହ଼. In the range of Re of this study 

(Re = 0.03~0.44), the value of Sht predicted by the Powers equation increase from 7.7 to 45.2, 

which is almost seven times the values obtained in this study. The difference in Sherwood 
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numbers may be due to the different dissolution mechanisms between liquid-liquid and solid-

liquid systems.  

Various researchers have established empirical correlations between Sh’ and Sn,  and Re in a 

power-law form. Some empirical correlations sometimes consider the influence of Schmidt 

number, which defined as the ratio of momentum diffusivity and mass diffusivity. In this study, 

we did not take Schmidt number into consideration, since the value of Sc is constant. Residual 

saturation and medium porosity were usually combined into a single variable, volumetric 

fraction (n =Sn). The simplified form was used to fit all experimental data as Sh’ = aRebn
c, 

where a, b and c are the arbitrary constant. The stepwise least squares regression was widely 

used to find the optimum combination of parameters. Although this method can obtain a 

minimized deviation between the experimental data and the predicted value, it may lack 

physical interpretation. We developed a novel method to obtain the fitting parameters based 

on the pore-scale characteristics of the residual phase. For NAPL dissolution experiment in a 

water-wet medium, the values of d50 and Dm remain constant; thus, Sh’ ~ ka. As shown in Fig. 

5.11, the specific surface area is proportional (or nearly linear) to the residual saturation, a ~ 

Sn or a ~ n. The influence of the Reynolds number on the mass transfer coefficient presents a 

power-law form, with an exponent of about 0.7, i.e., k ~ Re0.7. Thus, the simplified empirical 

correlation of Sh’ was yielded as Sh’ = aRe0.7n. A linear regression analysis was performed 

on the experimental data, as shown in Fig. 5.15. The models yielding the best fit in the power-

law form are: 

in water-wet porous media, 

𝑆ℎᇱ ൌ 67.22𝑅𝑒଴.଻௡                                (5-8) 

in neutral-wet porous media, 

𝑆ℎᇱ ൌ 114.24𝑅𝑒଴.଻௡                                (5-9) 
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(a) (b) 

Figure 5.15. Modified Sherwood number versus Reynolds number and volume fraction in water-

wet (a) and neutral-wet (b) porous media. 

 

5.7 Summary  

The results showed that the wettability of pore surfaces has a significant impact on the pore-

scale morphology of residual NAPL; thus, affecting the dissolution behavior in natural porous 

media. Our main conclusions are summarized as follows: 

The residual NAPL blobs are mainly trapped in the central of larger pore bodies in water-wet 

system, whereas in neutral-wet system, they can be found in large and small pores. The total 

interfacial area in neutral-wet media is higher than in water-wet porous media, whereas the 

capillary interfacial area is similar for the two media at the same saturation.  

Under the same flow condition, the average value of Sht in the neutral-wet media is about 1.1 

times that in the water-wet media. It indicates that when the total surface area is regarded as 

the active region for mass transfer, wettability has a slight effect on the mass transfer 

coefficient in porous media. The average value of Shc in the neutral-wet porous media is about 

1.8 times that in the water-wet porous media. The reason may be that blobs are more evenly 

distributed in the neutral-wet porous media, allowing the capillary interfacial area efficiently 

exposed to freshwater.  

Several empirical correlations with the power-law form were proposed to predict the 

Sherwood number and modified Sherwood number under various flow conditions. The mass 

transfer coefficient was independent of the residual saturation, and the Sherwood number was 

summarized Sh ~ Ren as in previous studies. The results showed that the wettability has little 
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effect on the exponent value, which ranges from 0.66 to 0.74 in water-wet and neutral-wet 

systems. Based on the pore-scale characteristics of residual NAPL, the empirical correlations 

of Sh’ were yielded as 𝑆ℎᇱ ൌ 67.22𝑅𝑒଴.଻௡ in water-wet media, and 𝑆ℎᇱ ൌ 114.24𝑅𝑒଴.଻௡ in 

neutral-wet media.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The results described in this chapter have been published as: Y. Hu, Y. She, C. Zhang, A. Patmonoaji*, 
S. Matsushita, T. Suekane, Pore-scale investigation of wettability impact on residual nonaqueous phase 
liquid dissolution in natural porous media, Sci. Total Environ. (2021). 
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Chapter 6. Conclusion and future work 

6.1 Conclusion 

In this work, we explored the behavior of immiscible liquids in porous media to mimic the 

flow and transport of NAPL or CO2 in the subsurface. The pore-scale characterizations of the 

non-wetting phase were determined by using an X-ray microtomography. Three typical 

processes involved in soil and groundwater remediation, and CO2 geological sequestration 

were investigated, namely drainage displacement, imbibition displacement (also known as 

capillary trapping) and dissolution. Various impact factors affecting these processes in porous 

media were discussed, such as pore structures, surface wettability, flow conditions and fluid 

properties. The obtained results may reveal the underlying mechanism and provide benchmark 

data for large-scale modeling in the practical applications. 

Chapter 2, we studied the impacts of viscous and capillary forces on the drainage displacement 

in 3D porous media with a wide range of capillary number Ca and viscosity ratio M. The 

displacement patterns are controlled by the balance of viscous force and capillary force, and 

manifest as viscous fingering, capillary fingering, and stable displacement. The pore-scale 

characterizations of the non-wetting phase were analyzed, including saturation, finger width 

and fractal dimension, a phase diagram (Ca-M) was then proposed to predict the different 

displacement patterns in 3D porous media. Compared with the results obtained from the 2D 

micromodel (Zhang et al., 2010), the transition zone in 3D porous media is wider. The reason 

may be that the structural dimensional, pore size distribution and coordination number in 3D 

porous media are more likely to cause to mixed displacement patterns. 

Chapter 3, we determined the effect of capillary number on the pore-scale morphology of 

residual phase in capillary trapping. The capillary desaturation curves were conducted with 

two injection strategies to increase the flow rate, namely progressively increase and 

individually increase. The results show that the individually increase has a lower critical Ca 

which reflect that the well-connected cluster is easily being mobilized. The Ca has a significant 

influence on the size distribution of residual phase. At high Ca, the viscous forces dominate 

the capillary trapping, resulting in smaller bubbles, and the percolation theory was invalid. In 

addition, the interfacial area of the trapped bubbles at various flow rate exhibits some universal 
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characterizations, such as Ab −Vb, at−Sn and ai−Sn. The effect of particle size on the intrinsic 

interfacial area ai and specific interfacial area at can be normalized through multiplication by 

d50.  

Chapter 4, the effect of pore structure on dissolution process was investigated. The direct 

observation indicates that not all blobs are equal to contact with flowing water. The preference 

flow path play an important role on the dissolution rate.  The mass transfer process was 

considerably dependent on the Reynolds number, and a higher flow rate indicates a higher 

mass transfer coefficient. Further, two empirical models describing the relation between the 

Sherwood number and Reynolds number were generated in the 2D micromodel and 3D packed 

bed. The overall mass transfer coefficient was higher in the packed bed compared with that in 

the micromodel under the Darcy flow conditions. The difference between mass transfer 

coefficients of micromodel and packed bed can be primarily attributed to the inherent pore 

connectivity and coordination number of pore structures.  

Chapter 5, the effect of wettability on dissolution process in natural porous media was 

investigated. The pore occupation and interfacial area of the trapped NAPL blobs are 

significant different in water-wet and neutral-wet porous media. In the neutral-wet system, 

NAPL was trapped in small pores and has a higher interfacial area. In addition, the value of 

Sh’ in the neutral-wet media is greater than that in the water-wet media under the same flow 

conditions. However, the average value of Sht in the neutral-wet media is about 1.1 times that 

in the water-wet media, which indicates that wettability has a slight effect on the mass transfer 

coefficient in porous media. Several empirical correlations with the power-law form were 

proposed to predict the Sherwood number and modified Sherwood number under various fluid 

flow and surface wettability conditions. 

 

6.2 Future work 

The main contribution of this work is to provide the pore-scale information of multiphase flow 

in porous media using X-ray imaging methods, with the aim of better understanding of CO2 

geological sequestration, soil and groundwater remediation. Furthermore, the results are also 

can be applied to many other fields of research, such as polymer electrolyte fuel cell and oil 
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and gas exploration from reservoirs. Thus, in the future, many research works deserve to be 

extended for practical applications. 

(1) In this work, artificial porous media produced by discrete particles are used to mimic 

underground rock and soil. All experiments were conducted at normal temperature and 

ambition pressure. In geological sequestration, CO2 is injected into the storage site where the 

depths are usually higher than 800m, and the CO2 reaches the supercritical state. The physical 

properties between the supercritical state and the gas state are significantly different, and some 

different phenomena may appear in the multiphase flow. Under different storage sites, the 

state between injected CO2 and remaining oil can present from immiscible, near miscible to 

miscible. Thus, it is necessary to identify the displacement patterns at a representation of 

reservoir conditions. In Chapter 2 and Sin et al. (2019), we have investigated the viscous 

fingering at immiscible and miscible fluids at normal temperature and ambition pressure, 

respectively. Future work can be conducted under specific pressure and temperature to obtain 

different states of CO2, and then to observe the viscous fingering under different miscible 

states. Moreover, the dissolution behavior of residual CO2 in different phases is also worth 

studying to gain insight into the solubility trapping in CCS. 

(2) Lab-based microtomography with minutes of acquirement time can only capture static and 

quasi-static multiphase flow phenomena in porous media. In Chapter 3, the static 

characterizations of the residual phase with a wide range of flow rates were visualized and 

quantified. Recently, high-speed synchrotron X-ray CT can capture 3D images within seconds, 

providing an effective method for exploring the more fundamental and detailed physical 

phenomenon. Singh et al.  (2017) determined the dynamics of snap-off and pore-filling events 

in 3D media at a very low flow rate. The frequency of these two events decides the residual 

phase saturation. It is necessary to determine the competition between snap-off and pore-filling 

events at a high flow rate. In addition, with the increase of Ca, the pore-scale physics 

underlying the phenomenon of the mobilization of oil blobs remains intensely debated. Some 

researcher suggested that the largest cluster firstly break up into smaller droplets and then was 

removed from pore space. By contrast, other results indicated that the largest cluster beyond a 

threshold size would be removed without break up.  With the aid of high-speed synchrotron 

X-ray CT, direct observation of the mobilization of oil clusters in highly disordered 3D porous 

media will provide a clear conclusion for this debate.  
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(3) In this work, only a kind of NAPLs was used to study the dissolution process in porous 

media and the corresponding mass transfer coefficient. The proposed empirical correlations 

for Sh’ only include the Reynolds number, which does not consider the influence of NAPLs’ 

physical properties. In soil and groundwater remediation, a variety of contaminants with 

different properties will be encountered. Thus, in order to expand the scope of the application 

of proposed correlations, different NAPLs need to be investigated. The typical impact factors 

including the solubility, molecular diffusion coefficient, and viscosity, which can be 

represented with Schmidt number Sc and Prandtl number Pr. In practical applications, the 

contaminant source is usually a mixture of multi-components. Aqueous concentrations of each 

component from the mixture are expected to be less than their pure component solubility, with 

an effective solubility that decreases with decreasing mole fraction in the trapped phase(Geller 

and Hunt, 1993). More attention should be paid to the multicomponent phase dissolution 

process and the mass transfer coefficient.  

(4) At the underground, the fluctuation of water level will change the spatial distribution of 

NAPL and air and surrounding water. Under different groundwater levels, the morphology of 

NAPL sources may present as residual, free, and occluded in pore space and the NAPL 

morphology strongly controls mass transfer. The pilot-scale experiment within a 2D sand-

packed flow tank has been conducted to study the impact of water table fluctuations on the 

mass transfer between NAPL-water-air in the vadose zone (Joun et al., 2016; Petri et al., 2015). 

The pore-scale characterizations of three phases and the local mass transfer coefficients will 

provide new insight into the complex behavior in the vadose zone. The presented 

characterization method of the residual phase in Chapter 3 and the mass transfer calculation 

method in Chapters 4 and 5 will benefit the related research. In the future, the pore-scale study 

can provide an insight into the underlying mechanism and the benchmark data for large-scale 

modeling.  
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Appendixes 

Appendix 1. Visualization technologies 

Understanding the fluid structure and flow dynamics in porous media is important in many 

natural and industrial processes. Visualization technology has made great progress in detecting 

what happens in pores, providing insights for revealing the underlying mechanism and 

benchmark data for larger-scale modeling (Blunt et al., 2013). Fig. A1 presents several typical 

imaging methods using for investigating multiphase flow in porous media. These technologies 

can provide a direct observation on one-dimensional (1D), two-dimensional (2D) and three-

dimensional (3D) processes occurring in porous media from pore to core scale. In this thesis, 

we mainly focus on the pore-scale behavior in 3D porous media. 

 

Figure A1. Several typical visualization technologies. 

 

Appendix 2. Visualization technologies for 2D media 

The most accessible visualization technology is an optical system integrating with a 

microscope and a camera. The spatial and temporal resolutions of the optical system are the 

highest among these visualization technologies presented in Fig. A1. The high resolution 

enables a pore-level observation of fluid flow under transient conditions in a transparent 

micromodel. Depending on the research purposes, the micromodel can be designed into the 

simplest lattices or real rock shapes. The designed flow paths were etched in an optically 
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transparent plate, such as glass and some polymer materials. Generally, the depth of the 

etching channels is only tens of micrometers, and the micromodel can be regarded as a 2D 

structure. Although some new concepts have been proposed to fabricate 2.5D or 3D 

micromodels by using additive or non-additive manufacturing, the pore connectivity in the 

micromodel is still much simpler than that in real rock. For detailed information on fabrication 

and applications of 2D and 3D micromodel, readers can refer to a review (Anbari et al., 2018). 

Appendix 3. Visualization technologies for 3D media 

To resolve the limitation of the micromodel, nondestructive visualization technology was 

developed to detect the inside information in realistic porous media. Three of the most 

common methods are confocal microscopy, magnetic resonance imaging (MRI), and X-ray 

computed tomography (CT), which are considered to be useful tools for investigating pore-

scale multiphase flow inside 3D porous media. With the aid of these technologies, many 

traditional research fields have gained new insights, including pore and throat characterization, 

multiphase fluid distribution, local fluid velocities, solute transport and mixing, mass transfer, 

and chemical reactions. Werth et al. summarized several non-invasive imaging methods, 

applications in the contaminant hydrogeology field (Werth et al., 2010). By comparing the 

pros and cons of these methods, they made a conclusion that there is no perfect method or tool 

for nondestructive imaging.  

Confocal laser scanning microscopy only can be used to scan the inner cross-sections of the 

media. To obtain the 3D fluid structure, the stack of 2D images was obtained by moving the 

focus plane, and then reconstructed into a 3D object (Anbari et al., 2018). Since the scattering 

of light from surfaces of solid particles may preclude direct observation, this method requires 

the refractive indices of fluids to carefully match with that of the solid matrix. In other words, 

this method is only suitable for specific fluid pairs and transparent solid substrates. This feature 

limits its application in environmental and energy fields, which mainly involve opaque rocks 

and soils.  

MRI has flexible spatial and temporal resolutions (See Fig. A1).  Although it can obtain fast 

image pulse sequences within seconds, it takes tens of minutes to hours to obtain high-

resolution 3D volumetric imaging. Compared with other non-invasive technologies, MRI has 

a very specific function that it can measure local fluid velocities in 3D artificial porous media 

with a high spatial resolution (Karlsons et al., 2021; Yang et al., 2013). However, the imaging 
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principle of MRI limits its wide application in engineering. MRI signal is attenuated by 

ferromagnetic materials, and by paramagnetic species when present in sufficient quantities 

(Werth et al., 2010). When MRI is used to detect the multiphase flow inside porous media, 

solid matrix must be a low-content ferromagnetic material, such as glass beads, silica gel or 

quartz sand. Although a longer acquisition time can produce a higher spatial resolution, the 

achievable resolution is tens of micrometers, which is insufficient for geophysical processes 

(Zhang et al., 2002). 

X-ray CT has the strongest penetrating ability and highest spatial resolution among these 3D 

nondestructive visualization technologies. These advantages contribute it to be the most 

widely used in geophysical processes. Recently, digital rock analysis combining pore-scale 

imaging with advanced numerical simulation has become a routine procedure in the oil and 

gas industry (Blunt et al., 2013). The basic procedures of X-ray acquisition and reconstruction 

processes as shown in Fig. A2. The absorption of X-rays after passing through the object is 

received by the scintillator, and then converted into visible light to be captured by the detector. 

By rotating the object, a series of 2D projections captured at different angles can be recoded. 

The 3D object is reconstructed from these projections using a tomographic reconstruction 

algorithm.  

 

Figure A2. Schematic illustration of X-ray CT acquisition and reconstruction processes (Landis and 

Keane, 2010). 

 

Depending on the X-ray source and usage, the three most common CTs used to study 

multiphase flow in porous media are medical CT, lab-based micro-CT, and synchrotron CT. 

Medical CT has the lowest spatial resolution and is usually used to scan core plugs obtained 
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from oil reservoirs in EOR and CCS (Patmonoaji et al., 2019). The saturation and distribution 

of the residual phase inside the core are determined by the volume average of the image gray. 

The resolution of medical CT is tens to hundreds of micrometers and is insufficient to observe 

the pore-scale processes. As shown in Fig. A1, synchrotron CT has a very high spatial 

resolution (a few micrometers) and high temporal resolution (a few seconds). Therefore, it 

provides an efficient way to explore the dynamics behavior of multiphase flow in pore space, 

such as snap-off (Singh et al., 2017), Haines jumps (Berg et al., 2013), ganglia mobilization 

(Armstrong et al., 2014) and intermittent flow (Gao et al., 2020). As the state-of-the-art 

technology, its high cost makes it not accessible to everyone. Japan has the world’s largest 

third-generation synchrotron radiation facility, Spring-8. However, only a small part of the 

research proposal is approved to use the high-energy equipment.  

The lab-based micro-CT is the widest tool to determine the multiphase flow in 3D porous 

media at pore level, due to its good balance between cost and image resolution. A longer 

acquisition time can produce a higher spatial resolution. For instance, images with a spatial 

resolution of about 1 µm/pixel need an acquisition time of about 2 hours (Scanziani et al., 

2020). When the spatial resolution increases to 15 µm/pixel, the acquisition time can reduce 

to only 75 seconds (Patmonoaji and Suekane, 2017). In this study, the experiments were 

conducted in a ScanXmate-RB090SS and a ScanXmate-RB090SS micro-CT scanner in our 

laboratory. Fig. A3 illustrates the inside structure of the laboratory-based ScanXmate-

RB090SS micro-CT scanner. It consists of a sealed X-ray transmission source, a rotation 

sample stage, and a flat panel detector. The scanner provides two rotation models, namely 

static model and dynamic model. In the static model, the sample fixed on the stage is rotated 

360 degrees to acquire a series of projections. In the dynamic model, the sample is fixed in the 

middle and the X-ray source and detector in a circle during the scanning. When performing a 

fast scan, the dynamic model can avoid the rearrangement of fluids distribution in the sample 

that may be caused by the centrifugal force. 
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Figure A3. The lab-based ScanXmate-RB090SS micro-CT scanner with the flat panel. 

 

After the CT scan, the collected projection will be reconstructed using the built-in software. 

Then, a series of slices (usually XY plane) is output for further process. Images need to be 

cropped, filtering, segmentation, and data processing. The detailed procedures of the image 

process are different for different research purposes. Thus, we described the detailed 

information of image processing in each separate chapter. 
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